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## Chapter 1

## Introduction

In this habilitation thesis we present our recent contributions to the ongoing development of the theory of square summable solutions of discrete symplectic systems. It is based on results, which were achieved by the author and his scientific collaborators (S. Clark and R. Šimon Hilscher) during his postdoctoral research in the period 2011-2016. The major part of them was published in papers [A13, A15, A17, A18, A21] and in a more general setting also in papers [A16, A19, A20].

Systematic research in this area began in 2010, when M. Bohner and S. Sun in [26] and independently (and more extensively) S. Clark and the author in [A4] investigated square summable solutions of discrete symplectic systems with a special linear dependence on the spectral parameter, see the beginning of Chapter 2 for more details. In the present work we collect our results for discrete symplectic systems with general linear dependence on the spectral parameter as well as with a polynomial or analytic dependence. However, we emphasize that these results do not only improve the type of the dependence on the spectral parameter, but they significantly generalize and extend the results of [26] and [A4]. We also lay foundations of the "operator theory" for discrete symplectic systems, which is intimately connected with the topic of square summable solutions. The thesis consists of seven chapters and an appendix.

- In the next sections of this introductory chapter we summarize the used notation and some important results from linear algebra, define discrete symplectic systems, and show some of their special cases.
- In Chapter 2 we develop the limit point and limit circle classification for discrete symplectic systems, which depend linearly on the spectral parameter. In particular, we investigate the associated eigenvalue problem with separated boundary conditions, the Weyl disks and Weyl circles, their limiting behavior, and properties of square summable solutions including the precise analysis of the number of linearly independent square summable solutions as well as some criteria for the limit point and limit circle cases. This chapter is based on [A15].
- Since the theory of Chapter 2 is based on separated boundary conditions, we focus in

Chapter 3 on the spectral theory for discrete symplectic systems with general jointly varying endpoints. We characterize the eigenvalues, construct the $M(\lambda)$-function and Weyl disks, their matrix radii and centers, and discuss the number of linearly independent square summable solutions. These results include several particular cases, such as the periodic and antiperiodic endpoints. The method utilizes a new transformation to separated endpoints, which is simpler and more transparent than the one in the known literature. This chapter is based on [A13].

- In Chapter 4 we extend the invariance of the limit circle case to two linear discrete systems depending linearly on spectral parameter. The main result is a discrete analogue of the corresponding continuous time statement, which was derived by Walker for a pair of non-hermitian linear Hamiltonian differential systems in [168]. This chapter is based on [A19].
- In Chapter 5 we consider discrete symplectic systems with polynomial and analytic dependence on the spectral parameter. We derive fundamental properties of these systems (including the Lagrange identity) and discuss their connection with systems known in the literature. In analogy with the results of Chapter 2, we present a construction of the Weyl disks and determine the number of linearly independent square summable solutions. In addition, we prove the invariance of the limit circle case for a special quadratic dependence on the spectral parameter and its extension to the case of two (generally non-symplectic) discrete systems. We also provide several illustrative examples, one of which contradicts the invariance of the limit circle case for symplectic systems depending truly analytically (i.e., nonpolynomially) on the spectral parameter. This chapter is based on [A17].
- In Chapter 6 we study the definiteness of the discrete symplectic system, pay an attention to a nonhomogeneous discrete symplectic system, and introduce the minimal and maximal linear relations associated with these systems. We also show some fundamental properties of the corresponding deficiency indices, including a relationship between the number of square summable solutions and the dimension of the defect subspace. Moreover, we give a sufficient condition for the existence of a densely defined operator associated with a discrete symplectic system. This chapter is based on [A18].
- In Chapter 7 we characterize all self-adjoint extensions of the minimal linear relation. Especially for the scalar case on a finite discrete interval we present some equivalent forms, discuss their uniqueness, and describe the Krein-von Neumann extension. In addition, we establish a limit point criterion, which partially generalizes a classical limit point criterion for the second order Sturm-Liouville difference equations. This chapter is based on [A21].
- In order to make the thesis self-contained we conclude this work by a short overview of basic definitions and some important results from the theory of linear relations, which is utilized in Chapters 6 and 7.
We close each chapter by a section concerning bibliographical notes, in which we mention some open problems and possible directions for our future research. For readers' convenience, we provide also a list of symbols, which are used throughout the thesis. Finally, we include an overview of author's publications.

For completeness, we point out that the results of Chapters 2-5 were further extended to symplectic systems on time scales in [A16, A19, A20]. This generalization enables us to
unify and compare the corresponding results for linear Hamiltonian differential systems and discrete symplectic systems. Moreover, since some of the studied problems were not considered for linear Hamiltonian differential systems (such as the jointly varying endpoints or the analytic dependence on the spectral parameter), it yields even new results for these systems.

### 1.1 Notation and auxiliary results

In this section we summarize the notation used through this thesis and recall several known facts from linear algebra (see also the list of symbols on page 141).

The sets of natural numbers, integers, real and complex numbers are, respectively, denoted by $\mathbb{N}, \mathbb{Z}, \mathbb{R}$, and $\mathbb{C}$. Moreover, $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. For any $\lambda \in \mathbb{C}$ the symbols $\bar{\lambda}, \operatorname{re}(\lambda)$, $\operatorname{im}(\lambda)$, and $\delta(\lambda)$ represent, respectively, the complex conjugate of $\lambda$, the real and imaginary parts of $\lambda$, and the sign of the imaginary part of $\lambda$ i.e., $\delta(\lambda):=\operatorname{sgn}(\operatorname{im}(\lambda))$. We also use the symbols $\mathbb{C}_{+}$and $\mathbb{C}_{-}$for the upper and lower complex half-planes, i.e., we put $\mathbb{C}_{+}:=\{\lambda \in \mathbb{C} \mid \delta(\lambda)=1\}$ and $\mathbb{C}_{-}:=\{\lambda \in \mathbb{C} \mid \delta(\lambda)=-1\}$.

Typically, all vectors and matrices are written by small and capital letters, respectively. All matrices are considered over the field of complex numbers $\mathbb{C}$. For $r \in \mathbb{N}$ we denote the $r \times r$ identity and zero matrices by $I_{r}$ and $0_{r}$. If the dimension is clear from the context, we write only $I$ and 0 (for simplicity, the zero vector will also be denoted by 0 ). For $r, s \in \mathbb{N}$ we mean by $\mathbb{C}^{r \times s}$ the space of $r \times s$ complex matrices $M=\left(m_{i, j}\right)_{\substack{i=1 . \ldots r \\ j=1, \ldots s}}$ and $\mathbb{C}^{r \times 1}$ is abbreviated as $\mathbb{C}^{r}$. If $M_{1}, \ldots, M_{m} \in \mathbb{C}^{r \times r}$, then $\operatorname{diag}\left\{M_{1}, \ldots, M_{m}\right\}$ represents the block diagonal matrix $M \in \mathbb{C}^{m r \times m r}$ with the matrices $M_{1}, \ldots, M_{m}$ on the main diagonal. For a given matrix $M \in \mathbb{C}^{r \times s}$ we indicate by $M^{\top}, \bar{M}, M^{*}, \operatorname{rank} M, \operatorname{tr} M, \operatorname{det} M, M>0, M \geq 0$, $M^{\text {adj }}, \operatorname{Ker} M, \operatorname{Ran} M, \operatorname{dim} \operatorname{Ran} M, \operatorname{sprad} M, \operatorname{im}(M):=\left(M-M^{*}\right) /(2 i)$, and $\operatorname{re}(M):=\left(M+M^{*}\right) / 2$, respectively, its transpose, conjugate, conjugate transpose, rank, trace, determinant, positive definiteness, positive semidefiniteness, adjugate (or adjoint) matrix, kernel, range (or image, i.e., the space spanned by the columns of $M$ ), the dimension of $\operatorname{Ran} M$, spectral radius, and Hermitian components (or real and imaginary parts, see [102, pg. 170] or [16, Fact 3.7.29]). In addition, by $M_{p, q}$ we mean the submatrix of $M \in \mathbb{C}^{r \times s}$ consisting of the first $p \leq r$ rows and of the first $q \leq s$ columns of the matrix $M$ and we write only $M_{p}$ in the case $p=q$, i.e., for the $p$-th leading principal submatrix of $M$. We recall that two Hermitian and positive semidefinite matrices $L, M \in \mathbb{C}^{r \times r}$ with $L \leq M$ satisfy

$$
\begin{equation*}
\operatorname{Ran} L \subseteq \operatorname{Ran} M \quad \text { and } \quad \operatorname{rank} L \leq \operatorname{rank} M \tag{1.1}
\end{equation*}
$$

where the equalities occur simultaneously, i.e., it holds $\operatorname{Ran} L=\operatorname{Ran} M$ if and only if $\operatorname{rank} L=\operatorname{rank} M$, see e.g. [16, Fact 8.10.2]. Furthermore, for any matrices $L \in \mathbb{C}^{r \times s}$, $M \in \mathbb{C}^{s \times p}, P \in \mathbb{C}^{r \times q}$, and $Q \in \mathbb{C}^{r \times r}$ we have

$$
\begin{gather*}
\operatorname{rank} L=\operatorname{rank} L L^{*}=\operatorname{rank} L^{*} L,  \tag{1.2}\\
\operatorname{rank} L+\operatorname{rank} M-s \leq \operatorname{rank} L M \leq \min \{\operatorname{rank} L, \operatorname{rank} M\},  \tag{1.3}\\
\operatorname{rank}(L, P)+\operatorname{dim}[\operatorname{Ran} L \cap \operatorname{Ran} P]=\operatorname{rank} L+\operatorname{rank} P  \tag{1.4}\\
(I-Q)^{-1}=\sum_{k=0}^{\infty} Q^{k}, \quad \text { when } \operatorname{sprad} Q<1, \tag{1.5}
\end{gather*}
$$

see e.g. [16, Corollaries 2.5.1, 2.5.3, 2.5 .10 and Facts 2.11.9, 4.10.5]. In the following statements we show two important properties of unitary matrices. The first proposition can be found in [102, Lemma 2.1.8] and the second statement is from [108, Theorem 5.3].

Proposition 1.1.1. Let $r \in \mathbb{N}$ and $U_{1}, U_{2}, \cdots \in \mathbb{C}^{r \times r}$ be a given sequence of unitary matrices. Then there exists a subsequence $U_{k_{1}}, U_{k_{2}}, \ldots$ such that all of the entries of $U_{k_{j}}$ converge (as a sequences of complex numbers) to the entries of a unitary matrix $U$ as $j \rightarrow \infty$.
Proposition 1.1.2. Let $r \in \mathbb{N}$ and the matrices $L, M \in \mathbb{C}^{r \times r}$ be such that $\operatorname{rank} L=\ell$ and $\operatorname{rank} M=m$. Then $\sup \left\{\operatorname{rank} L U M \mid U \in \mathbb{C}^{r \times r}\right.$ is unitary $\}=\min \{\ell, m\}$.

We also point out, see e.g. [A4, Remark 2.6], that $\operatorname{im}(M)>0$ or $\operatorname{im}(M)<0$ implies the invertibility of the matrix $M$. Moreover, we write only $M^{*-1}$ instead of $\left(M^{*}\right)^{-1}$ or $\left(M^{-1}\right)^{*}$ and similarly for parameter dependent matrices

$$
M^{*}(\lambda):=[M(\lambda)]^{*}, \quad M^{-1}(\lambda):=[M(\lambda)]^{-1}, \quad \text { and } \quad M^{*-1}(\lambda):=\left[M^{*}(\lambda)\right]^{-1}=\left[M^{-1}(\lambda)\right]^{*} .
$$

Finally, if we denote by the symbol $S^{\perp}$ the orthogonal complement of a subspace $S$ of an inner product space, then the codimension of $S$ is defined as codim $S:=\operatorname{dim} S^{\perp}$ and it holds $S_{1}^{\perp} \supseteq S_{2}^{\perp}$ for any subspaces $S_{1} \subseteq S_{2}$. Moreover, for any $M \in \mathbb{C}^{r \times s}$ we have

$$
\begin{equation*}
\operatorname{Ran} M=\left(\operatorname{Ker} M^{*}\right)^{\perp}, \tag{1.6}
\end{equation*}
$$

see [16, Theorem 2.4.3].
For any matrix $M=\left(m_{i, j}\right)_{i, j=1, \ldots, r} \in \mathbb{C}^{r \times r}$ we define its entrywise Hölder norm (or $\ell^{1}$-norm) and spectral norm, respectively, as

$$
\|M\|_{1}:=\sum_{i=1}^{r} \sum_{j=1}^{r}\left|m_{i, j}\right| \quad \text { and } \quad\|M\|_{\sigma}:=\max \left\{\sqrt{\mu} \mid \mu \text { is an eigenvalue of } M^{*} M\right\},
$$

see [102, Section 5.6] or [16, Chapter 9]. These norms satisfy the estimates

$$
\begin{equation*}
\|M\|_{\sigma} \leq\|M\|_{1} \leq r \sqrt{\operatorname{rank} M} \times\|M\|_{\sigma}, \tag{1.7}
\end{equation*}
$$

see [16, Fact 9.8.12 (v)], and possess the submultiplicative and self-adjoint properties, i.e., $\|M L\|_{a} \leq\|M\|_{a} \times\|L\|_{a}$ and $\left\|M^{*}\right\|_{a}=\|M\|_{a}$, where $a=1$ or $a=\sigma$. The spectral norm is also unitarily invariant, i.e., $\|U M V\|_{\sigma}=\|M\|_{\sigma}$ for any unitary matrices $U, V \in \mathbb{C}^{r \times r}$, which implies that $\|L\|_{\sigma} \leq\|M\|_{\sigma}$ for any Hermitian matrices $L, M \in \mathbb{C}^{r \times r}$ such that $L \leq M$, see [16, Fact 9.9.5]. Moreover, the spectral norm is the matrix norm induced by the Euclidean vector norm on $\mathbb{C}^{r}$, i.e., by the norm $\|v\|_{2}:=\left(v^{*} v\right)^{1 / 2}$ for any $v \in \mathbb{C}^{r}$, see [16, Proposition 9.49]. In other words, the inequality

$$
\begin{equation*}
\|M v\|_{2} \leq\|M\|_{\sigma}\|v\|_{2} \tag{1.8}
\end{equation*}
$$

holds true for any $M \in \mathbb{C}^{r \times r}$ and $v \in \mathbb{C}^{r}$.
A matrix $M \in \mathbb{C}^{r \times r}$ is said to be nilpotent provided there exists $m \in \mathbb{N}$ such that $M^{m}=0$. The following proposition can be found in [16, Fact 3.17.9].
Proposition 1.1.3. Let $L, M \in \mathbb{C}^{r \times r}$ be such that the matrix $L$ is nilpotent and the matrices commute, i.e., $L M=M L$. Then $\operatorname{det}(L+M)=\operatorname{det} M$.

Following [16, Chapter 4], for $\lambda \in \mathbb{C}$ we define the polynomial matrix $M(\lambda)$ as

$$
M(\lambda):=\lambda^{m} M_{m}+\lambda^{m-1} M_{m-1}+\cdots+\lambda M_{1}+M_{0},
$$

where $M_{m}, \ldots, M_{0} \in \mathbb{C}^{r \times r}$. The matrix-valued function $M(\lambda)$ is called singular if $\operatorname{det} M(\lambda)$ is zero for all $\lambda \in \mathbb{C}$, otherwise $M(\lambda)$ is called nonsingular. Moreover, $M(\lambda)$ is called unimodular if $\operatorname{det} M(\lambda)$ is a nonzero constant. The latter condition is equivalent to the fact that $M(\lambda)$ is nonsingular and that $M^{-1}(\lambda)$ is also a polynomial matrix, see [16, Proposition 4.3.7].

For $M \in \mathbb{C}^{r \times r}$ we also define the matrix exponential $\exp (M)$ as

$$
\exp (M):=\sum_{j=0}^{\infty} \frac{1}{j!} M^{j} .
$$

Then for $L, M, P, Q \in \mathbb{C}^{r \times r}$ with $L$ being nonsingular and $P Q=Q P$ we have

$$
\begin{gather*}
\operatorname{det}[\exp (M)]=\mathrm{e}^{\operatorname{tr} M}, \quad L \exp (M) L^{-1}=\exp \left(L M L^{-1}\right),  \tag{1.9}\\
\exp (P) \exp (Q)=\exp (Q) \exp (P)=\exp (P+Q), \tag{1.10}
\end{gather*}
$$

see [16, Corollary 11.2.4, Proposition 11.2.8(v), Corollary 11.1.6] .
If $\mathcal{I}$ is an interval in $\mathbb{R}$, then the associated discrete interval $\mathcal{I}_{\mathbb{Z}}$ is the set of integers in $\mathcal{I}$, i.e., $\mathcal{I}_{\mathbb{Z}}:=\mathcal{I} \cap \mathbb{Z}$. In particular, $\mathbb{N}=[1, \infty)_{\mathbb{Z}}$. With $N \in \mathbb{N} \cup\{0, \infty\}$ we will be interested in the discrete intervals, which are bounded or unbounded above, i.e., $\mathcal{I}_{\mathbb{Z}}:=[0, N+1)_{\mathbb{Z}}$. Then we define $\mathcal{I}_{\mathbb{Z}}^{+}:=[0, N+1]_{\mathbb{Z}}$ with the understanding that $\mathcal{I}_{\mathbb{Z}}^{+}=\mathcal{I}_{\mathbb{Z}}$ when $N=\infty$. If $N$ is finite we write rather $[0, N]_{\mathbb{Z}}$ instead of $[0, N+1)_{z}$.

By $\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$ we denote the space of sequences, defined on $\mathcal{I}_{\mathbb{Z}}$, of complex $r \times s$ matrices, where typically $r \in\{n, 2 n\}$ and $1 \leq s \leq 2 n$. Especially, we write only $\mathbb{C}\left(\mathcal{I}_{Z}\right)^{r}$ in the case $s=1$. If $M \in \mathbb{C}\left(\mathcal{I}_{Z}\right)^{r \times s}$, then $M(k):=M_{k}$ for $k \in \mathcal{I}_{z}$; if $M(\lambda) \in \mathbb{C}\left(\mathcal{I}_{Z}\right)^{r \times s}$, then $M(\lambda, k):=M_{k}(\lambda)$ for $k \in \mathcal{I}_{\mathbb{Z}}$. When $M \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$ and $L \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{s \times q}$, then $M L \in \mathbb{C}\left(\mathcal{I}_{\mathcal{Z}}\right)^{r \times q}$, where $(M L)_{k}:=M_{k} L_{k}$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. The set $\mathbb{C}_{0}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$ represents the subspace of $\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$ consisting of all sequences compactly supported in the discrete interval $\mathcal{I}_{\mathbb{Z}}$.

The symbol $\Delta$ means the forward difference operator acting on $\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$, i.e., we put $(\Delta z)_{k}:=\Delta z_{k}=z_{k+1}-z_{k}$. Moreover, we let $\left.z_{k}\right|_{m} ^{n}:=z_{n}-z_{m}$.

Finally, the next result follows directly from [9, Theorem IV.1.1] and it concerns a sufficient condition for the boundedness of any fundamental matrix of a recurrence relation.
Proposition 1.1.4. Let $M \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{r \times r}$ be such that $\sum_{k=0}^{\infty}\left\|M_{k}-I\right\|_{1}<\infty$. Then all solutions of the recurrence relation

$$
\begin{equation*}
u_{k+1}=M_{k} u_{k}, \quad k \in[0, \infty)_{\mathbb{Z}}, \tag{1.11}
\end{equation*}
$$

converge as $k \rightarrow \infty$, i.e., for any fundamental matrix $\mathcal{U} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{r \times r}$ of system (1.11) there exists $\kappa>0$ such that $\left\|\mathcal{U}_{k}\right\|_{1}<\kappa$ for all $k \in[0, \infty)_{z}$. In addition, if $M_{k}$ is invertible for all $k \in[0, \infty)_{\mathbb{z}}$, then $\lim _{k \rightarrow \infty} u_{k} \neq 0$ for any nontrivial solution $u \in \mathbb{C}\left([0, \infty)_{z}\right)^{r}$ of system (1.11).

### 1.2 Discrete symplectic systems

Let us define the real $2 n \times 2 n$ skew-symmetric matrix

$$
\mathcal{J}:=\left(\begin{array}{rr}
0 & I_{n}  \tag{1.12}\\
-I_{n} & 0
\end{array}\right) .
$$

Then $\operatorname{det} \mathscr{J}=1$ and $\mathfrak{J}$ can be seen as a matrix analogue of the complex unit $i$, because $\mathfrak{J}^{2}=-I$. Moreover, $\mathcal{J}^{\top} \mathcal{J}=I$ and $\mathfrak{J}^{-1}=-\mathcal{J}=\mathcal{J}^{\top}$. A matrix $M \in \mathbb{C}^{2 n \times 2 n}$ is called Hamiltonian if the matrix $\mathcal{J} M$ is Hermitian, i.e.,

$$
M^{*} \mathcal{J}+\mathcal{J} M=0,
$$

and it is said to be symplectic ${ }^{1,2}$ whenever

$$
\begin{equation*}
M^{*} \mathcal{J} M=\mathcal{J} . \tag{1.13}
\end{equation*}
$$

The simplest examples of symplectic matrices are $I_{2 n}$ and $\mathcal{J}$. From (1.13) one easily observes that every symplectic matrix is invertible and satisfies $|\operatorname{det} M|=1$ (in the case of a real symplectic matrix we have even $\operatorname{det} M=1$, see e.g. [117, pg. 3] or [115, Appendix 3, Theorem 5]). In addition, $M$ is symplectic if and only if $M^{-1}=-\partial M^{*} \partial$. Therefore the set of $2 n \times 2 n$ symplectic matrices over $\mathbb{C}$ forms a group with respect to the standard matrix multiplication. We also note that condition (1.13) is equivalent to

$$
M \mathcal{J} M^{*}=\mathfrak{J},
$$

i.e., $M$ is symplectic if and only if $M^{*}$ is symplectic.

A discrete symplectic system is the first order system of recurrence relations

$$
\begin{equation*}
z_{k+1}=\delta_{k} z_{k} \tag{1.14}
\end{equation*}
$$

where $k$ belongs to some discrete interval $\mathcal{I}_{\mathbb{Z}}$ and $\mathcal{S} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times 2 n}$ with $\mathcal{S}_{k}$ being symplectic matrices for all $k \in \mathcal{I}_{\mathbb{z}}$. These systems naturally arise in the discrete calculus of variations and optimal theory as Jacobi systems obtained from the weak Pontryagin maximum principle applied to the second variation of a functional, see e.g. [89-92,94,151]. Moreover, these systems can be found also in numerical integration schemes for Hamiltonian systems or in the theory of continued fractions, see e.g. [31, 47,73-77,140] and [3, Chapter 2], respectively. The origin of a systematic treatment of discrete symplectic systems goes back to [3], see also [4,20]. However, some aspects of this theory can be observed at least 30 years earlier in [ 9, Section 3]. In the last two decades, the theory of discrete symplectic systems has been developed in various directions such as the Reid roundabout theorem, see e.g. [18,24,53,87,92-94,137,138], trigonometric and hyperbolic systems, see e.g. [5,21,22,58,59, A3], Sturmian, spectral, and oscillation theory, see e.g. [25,50,54-57, 62-65,67,68,149].

Since the matrices $\mathcal{S}_{k}$ are symplectic on $\mathcal{I}_{\mathbb{z}}$, it follows from their invertibility that any initial value problem associated with system (1.14) and with an initial condition given at an arbitrary point $k_{0} \in \mathcal{I}_{\mathbb{Z}}$ possesses a unique solution $z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$. Moreover, any fundamental matrix of system (1.14) is symplectic on $\mathcal{I}_{\mathbb{Z}}$ if and only if it is symplectic at some index $k \in \mathcal{I}_{\mathbb{z}}$. The same property has also any fundamental matrix of the linear Hamiltonian differential system

$$
\begin{equation*}
z^{\prime}(t)=H(t) z(t) \tag{1.15}
\end{equation*}
$$

where $t$ belongs to some interval $\mathcal{I}$ and $H(t)$ is a piecewise continuous Hamiltonian matrix on $\mathcal{I}$, see e.g. [115, Appendix 3, Theorem 3]. Therefore system (1.14) can be regarded as

[^0]the proper discrete counterpart of system (1.15), see also [52] and Remark 1.2.1(iv) below. We note that the Hamiltonian property of the matrix $H(t)$ implies the block structure $H(t)=\left(\begin{array}{cc}A(t) & B(t) \\ C(t) & -A^{*}(t)\end{array}\right)$ for some piecewise continuous $n \times n$ matrix-valued functions $A(t), B(t)$, and $C(t)$ such that $B(t)=B^{*}(t)$ and $C(t)=C^{*}(t)$ on $\mathcal{I}$. Moreover, system (1.15) can be equivalently written as

$$
\begin{equation*}
-\partial z^{\prime}(t)=\widetilde{H}(t) z(t), \tag{1.16}
\end{equation*}
$$

where $\widetilde{H}(t)$ is Hermitian on $\mathcal{I}$. For completeness we remark that some authors deal rather with a matrix $\mathcal{J}$ instead of $\mathcal{J}$ given in (1.12), where $\widetilde{J}=\left(\begin{array}{ccc}0 & -I_{n} \\ I_{n} & 0\end{array}\right)=-\mathcal{J}$ or more generally $\widetilde{\mathcal{J}}$ is any nonsingular $2 n \times 2 n$ matrix satisfying $\widetilde{\mathcal{~}}^{*}=-\widetilde{\mathscr{J}}$, see e.g. [101] or [9, Chapter 9]. Moreover, it is also possible to replace $\mathcal{J}$ by a $2 n \times 2 n$ matrix-valued function $\widetilde{\mathcal{J}}(t)$ such that $\operatorname{det} \widetilde{\mathcal{J}}(t) \neq 0$ and $\widetilde{\mathcal{J}}^{*}(t)=-\widetilde{\mathcal{J}}(t)$ for all $t \in \mathcal{I}$, see e.g. [116].

Remark 1.2.1. In order to emphasize the importance and generality of system (1.14) we show now that it includes several equations or systems, which have been intensively studied in the literature. Therefore we fix the numbers $n \in \mathbb{N}, N \in \mathbb{N}_{0}$ and, for simplicity, divide the vector $z_{k}$ into two blocks of the same size and the coefficient matrix $\mathcal{S}_{k}$ of system (1.14) into four blocks of the same size as

$$
z_{k}=\binom{x_{k}}{u_{k}} \quad \text { and } \mathcal{S}_{k}=\left(\begin{array}{ll}
\mathcal{A}_{k} & \mathcal{B}_{k} \\
\mathcal{C}_{k} & \mathcal{D}_{k}
\end{array}\right) .
$$

Then the symplecticity of the matrices $\mathcal{S}_{k}$ and $\mathcal{S}_{k}^{*}$ is equivalent with the conditions

$$
\begin{array}{cccc}
\mathcal{A}_{k}^{*} \mathcal{D}_{k}-\mathcal{C}_{k}^{*} \mathcal{B}_{k}=I=\mathcal{A}_{k} \mathcal{D}_{k}^{*}-\mathcal{B}_{k} \mathcal{C}_{k}^{*} \\
\text { and the matrices } & \mathcal{A}_{k}^{*} \mathcal{C}_{k}, & \mathcal{B}_{k}^{*} \mathcal{D}_{k}, & \mathcal{A}_{k} \mathcal{B}_{k^{\prime}}^{*} \tag{1.18}
\end{array} \mathcal{C}_{k} \mathcal{D}_{k}^{*} \quad \text { are Hermitian. }
$$

Let us also note that although in parts (i)-(iii) below we consider only finite discrete intervals, the discussed equivalences remain valid (with appropriate modifications) for any type of an unbounded discrete interval.
(i) Let the number $m \in \mathbb{N}$ be fixed and $P^{[0]} \in \mathbb{C}\left([0, N]_{\mathbb{Z}}\right)^{n \times n}, P^{[1]} \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{n \times n}, \ldots$, $P^{[n]} \in \mathbb{C}\left([0, N+m]_{\mathbb{Z}}\right)^{n \times n}$ be sequences of complex-valued $n \times n$ Hermitian matrices with $\operatorname{det} P_{k}^{[m]} \neq 0$ for all $k \in[0, N+m]_{\mathbb{z}}$. Then the $n$-vector-valued Sturm-Liouville difference equation of order $2 m$, i.e.,

$$
\begin{equation*}
\sum_{s=0}^{m}(-1)^{s} \Delta^{s}\left(P_{k}^{[s]} \Delta^{s} y_{k+1-s}\right)=0, \tag{1.19}
\end{equation*}
$$

is equivalent to a discrete symplectic system of a special form. More specifically, if $y \in \mathbb{C}\left([1-m, N+m+1]_{z}\right)^{n}$ solves equation (1.19) on $[0, N]_{\mathbb{z}}$, then $z \in \mathbb{C}\left([0, N+1]_{\mathbb{z}}\right)^{2 m n}$ with the components

$$
x_{k}:=\left(\begin{array}{c}
y_{k}  \tag{1.20}\\
\vdots \\
\Delta^{r-1} y_{k+1-r} \\
\vdots \\
\Delta^{m-1} y_{k+1-m}
\end{array}\right), \quad u_{k}:=\left(\begin{array}{c}
\sum_{s=1}^{m}(-\Delta)^{s-1}\left(P_{k}^{[s]} \Delta^{s} y_{k+1-s}\right) \\
\vdots \\
\sum_{s=r}^{m}(-\Delta)^{s-r}\left(P_{k}^{[s]} \Delta^{s} y_{k+1-s}\right) \\
\vdots \\
P_{k}^{[m]} \Delta^{m} y_{k+1-m}
\end{array}\right)
$$

solves symplectic system (1.14) on $[0, N]_{\mathbb{Z}}$, where $\mathcal{S} \in \mathbb{C}\left([0, N]_{\mathbb{Z}}\right)^{2 m n \times 2 m n}$ with the $m n \times m n$ blocks

$$
\begin{gather*}
\mathcal{A}_{k}:=\left(\begin{array}{cccc}
I & I & \cdots & I \\
0 & I & \cdots & I \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & I
\end{array}\right), \mathcal{D}_{k}:=\left(\begin{array}{cccccc}
I & 0 & \cdots & \cdots & 0 & P_{k}^{[0]}\left(P_{k}^{[m]}\right)^{-1} \\
-I & I & 0 & \cdots & 0 & P_{k}^{[1]}\left(P_{k}^{[m]}\right)^{-1} \\
0 & -I & I & \cdots & 0 & P_{k}^{[2]}\left(P_{k}^{[m]}\right)^{-1} \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & -I & I+P_{k}^{[m-1]}\left(P_{k}^{[m]}\right)^{-1}
\end{array}\right),  \tag{1.21}\\
\mathcal{B}_{k}:=\left(\begin{array}{cccc}
0 & \cdots & 0 & \left(P_{k}^{[m]}\right)^{-1} \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & \left(P_{k}^{[m]}\right)^{-1}
\end{array}\right), \quad \mathcal{C}_{k}:=\left(\begin{array}{cccc}
P_{k}^{[0]} & P_{k}^{[0]} & \cdots & P_{k}^{[0]} \\
0 & P_{k}^{[1]} & \cdots & P_{k}^{[1]} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & P_{k}^{[m-1]}
\end{array}\right) . \tag{1.22}
\end{gather*}
$$

On the other hand, let $z \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{2 m n}$ solve system (1.14) on $[0, N]_{\mathbb{Z}}$ with $\mathcal{S}_{k}$ having the same block structure as in (1.21)-(1.22) and denote the first $n$ components of $x_{k}$ as $y_{k}$ for all $k \in[0, N+1]_{\mathbb{z}}$. Then according to the transformation in (1.20) we can extend the definition of $y_{k}$ to the interval $[1-m, N+m+1]_{z}$. In particular, the relation between the components of $x_{k}$ and $y_{k}$ applied at $k=0$ yields $y_{-1}, \ldots, y_{1-m}$, while the relation between the components of $u_{k}$ and $y_{k}$ applied at $k=N+1$, together with the invertibility of $P_{k}^{[m]}$ on $[N+1, N+m]_{z}$, yields $y_{N+2}, \ldots, y_{N+m+1}$. Then we have $y \in \mathbb{C}\left([1-m, N+m+1]_{\mathbb{z}}\right)^{n}$, which satisfies equation (1.19) on $[0, N]_{z}$.
(ii) From the previous part it follows that any symplectic system (1.14) with $\mathcal{A}_{k} \equiv I$ and $\operatorname{det} \mathcal{B}_{k} \neq 0$ on the discrete interval $[0, N]_{\mathbb{Z}}$ can be reduced to the second order Sturm-Liouville difference equation

$$
\begin{equation*}
-\Delta\left(P_{k}^{[1]} \Delta y_{k}\right)+P_{k}^{[0]} y_{k+1}=0 \tag{1.23}
\end{equation*}
$$

Indeed, if $N \geq 1$ and we put $y_{k}:=x_{k}$ for all $k \in[0, N+1]_{\mathbb{Z}}$, then equality (1.23) is satisfied on $[0, N-1]_{\mathbb{Z}}$ with $P_{k}^{[1]}:=\mathcal{B}_{k}^{-1}$ and $P_{k}^{[0]}:=\mathcal{C}_{k}$. Moreover, equation (1.23) is a special case of the Jacobi equation

$$
\begin{equation*}
-\Delta\left(P_{k} \Delta y_{k}+R_{k}^{*} y_{k+1}\right)+Q_{k} y_{k+1}+R_{k} \Delta y_{k}=0 \tag{1.24}
\end{equation*}
$$

where $k \in[0, N]_{\mathbb{Z}}, P, R \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{n \times n}$ with matrices $P_{k}$ being Hermitian on $[0, N+1]_{\mathbb{z}}$ and $P_{k}+R_{k}^{*}$ invertible for all $k \in[0, N+1]_{\mathbb{z}}$, and $Q \in \mathbb{C}\left([0, N]_{\mathbb{z}}\right)^{n \times n}$ with $Q_{k}$ being Hermitian on $[0, N]_{z}$. But also equation (1.24) can be written as a discrete symplectic system and, under an additional assumption, vice versa. More precisely, if $y \in \mathbb{C}\left([0, N+2]_{z}\right)^{n}$ solves equation (1.24), then the pair $x_{k}:=y_{k}, k \in[0, N+2]_{z}$, and $u_{k}:=P_{k} \Delta y_{k}+R_{k}^{*} y_{k+1}, k \in[0, N+1]_{\mathbb{z}}$, solves system (1.14) on $[0, N]_{\mathbb{z}}$, where

$$
\begin{gathered}
\mathcal{A}_{k}:=\left(P_{k}+R_{k}^{*}\right)^{-1} P_{k}, \quad \mathcal{D}_{k}:=\left(P_{k}+R_{k}^{*}+R_{k}+Q_{k}\right)\left(P_{k}+R_{k}^{*}\right)^{-1}, \\
\mathcal{B}_{k}:=\left(P_{k}+R_{k}^{*}\right)^{-1}, \quad \mathcal{C}_{k}:=Q_{k}\left(P_{k}+R_{k}^{*}\right)^{-1} P_{k}-R_{k}\left(P_{k}+R_{k}^{*}\right)^{-1} R_{k}^{*} .
\end{gathered}
$$

On the other hand, if $N \geq 1$ and $z \in \mathbb{C}\left([0, N+1]_{z}\right)^{2 n}$ solves system (1.14) with $\operatorname{det} \mathcal{B}_{k} \neq 0$ on $[0, N]_{\mathbb{Z}}$, then $y_{k}:=x_{k}, k \in[0, N+1]_{\mathbb{Z}}$, satisfies equation (1.24) for all $k \in[0, N-1]_{\mathbb{Z}}$ with the coefficient matrices (observe that $P_{k}+R_{k}^{*}=\mathcal{B}_{k}^{-1}$ )

$$
P_{k}:=\mathcal{B}_{k}^{-1} \mathcal{A}_{k}, \quad R_{k}:=\left(I-\mathcal{A}_{k}^{*}\right) \mathcal{B}_{k}^{*-1}, \quad Q_{k}:=\left(\mathcal{D}_{k}-I\right) \mathcal{B}_{k}^{-1}+\left(\mathcal{A}_{k}^{*}-I\right) \mathcal{B}_{k}^{*-1} .
$$

(iii) Upon expanding the difference operators in (1.23) or in (1.24), we obtain special cases of the symmetric three-term recurrence relation, i.e.,

$$
\begin{equation*}
S_{k+1} y_{k+2}-T_{k+1} y_{k+1}+S_{k}^{*} y_{k}=0, \tag{1.25}
\end{equation*}
$$

where we have $k \in[0, N]_{\mathbb{Z}}, S \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{n \times n}$ with $\operatorname{det} S_{k} \neq 0$ on $[0, N+1]_{\mathbb{Z}}$, and $T \in \mathbb{C}\left([1, N+1]_{\mathbb{Z}}\right)^{n \times n}$ with $T_{k}^{*}=T_{k}$ on $[1, N+1]_{\mathbb{z}}$. In particular, equation (1.24) leads to (1.25) with $S_{k}=P_{k}+R_{k}^{*}$ and $T_{k}=P_{k}+P_{k-1}+R_{k-1}^{*}+R_{k-1}+Q_{k-1}$. Equation (1.25) is also equivalent to a special discrete symplectic system. Indeed, if $y \in \mathbb{C}\left([0, N+2]_{z}\right)^{n}$ solves equation (1.25) and we put $x_{k}:=y_{k}$ for $k \in[0, N+2]_{z}$ and $u_{k}:=S_{k} x_{k+1}$ for $k \in[0, N+1]_{\mathbb{Z}}$, then $z_{k}$ solves system (1.14) on $[0, N]_{\mathbb{Z}}$ with the $n \times n$ blocks

$$
\begin{equation*}
\mathcal{A}_{k}:=0, \quad \mathcal{B}_{k}:=S_{k}^{-1}, \quad \mathcal{C}_{k}:=-S_{k^{\prime}}^{*} \quad \mathcal{D}_{k}:=T_{k+1} S_{k}^{-1} . \tag{1.26}
\end{equation*}
$$

On the other hand, if $N \geq 1$ and $z \in \mathbb{C}\left([0, N+1]_{z}\right)^{2 n}$ solves system (1.14) with $\operatorname{det} \mathcal{B}_{k} \neq 0$ on $[0, N]_{\mathbb{z}}$, then $y_{k}:=x_{k}, k \in[0, N+1]_{\mathbb{z}}$, satisfies equation (1.25) for all $k \in[0, N-1]_{\mathbb{Z}}$ with the coefficient matrices

$$
S_{k}:=\mathcal{B}_{k}^{-1}, \quad T_{k}:=\mathcal{B}_{k}^{-1} \mathcal{A}_{k}+\mathcal{D}_{k-1} \mathcal{B}_{k-1}^{-1} .
$$

This follows immediately from the previous part and the relation between equations (1.24) and (1.25).
(iv) Another extremely important example of system (1.14) is provided by the linear Hamiltonian difference system

$$
\begin{equation*}
\Delta x_{k}=A_{k} x_{k+1}+B_{k} u_{k}, \quad \Delta u_{k}=C_{k} x_{k+1}-A_{k}^{*} u_{k}, \tag{1.27}
\end{equation*}
$$

where $k$ belongs to a discrete interval $\mathcal{I}_{\mathbb{Z}}, z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$, and $A, B, C \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{n \times n}$ with the matrices $B_{k}$ and $C_{k}$ being Hermitian on $\mathcal{I}_{\mathbb{Z}}$ and the matrix $I-A_{k}$ invertible for all $k \in \mathcal{I}_{\mathbb{z}}$. If we denote by the superscript ${ }^{[s]}$ the partial shift in the first component of $z_{k}$, i.e., $z_{k}^{[\mathrm{s]}}:=\binom{x_{k+1}}{u_{k}}$, then system (1.27) can be written as

$$
\Delta z_{k}=H_{k} z_{k}^{[s]} \quad \text { or equivalently } \quad-J \Delta z_{k}=\widetilde{H}_{k} z_{k}^{[s]},
$$

where $H \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times 2 n}$ with the matrices $H_{k}=\left(\begin{array}{cc}A_{k} & B_{k} \\ C_{k}-A_{k}^{*}\end{array}\right)$ being Hamiltonian for all $k \in \mathcal{I}_{\mathbb{Z}}$, while $\widetilde{H} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times 2 n}$ with $\widetilde{H}_{k}=\binom{-C_{k} A_{k}^{*}}{A_{k} B_{k}}$ being Hermitian on $\mathcal{I}_{\mathbb{Z}}$, compare with systems (1.15) and (1.16). This system was introduced in [69,70] as a discrete analogue of (1.15), however the invertibility of $I-A_{k}$ guarantees that system (1.27) can be written as symplectic system (1.14) with the coefficient matrix

$$
\delta_{k}:=\left(\begin{array}{cc}
\left(I-A_{k}\right)^{-1} & \left(I-A_{k}\right)^{-1} B_{k}  \tag{1.28}\\
C_{k}\left(I-A_{k}\right)^{-1} & I-A_{k}^{*}+C_{k}\left(I-A_{k}\right)^{-1} B_{k}
\end{array}\right) .
$$

On the other hand, system (1.14) can be written as (1.27) only if $\mathcal{A}_{k}$ is invertible for all $k \in \mathcal{I}_{\mathbb{Z}}$, in which case

$$
\begin{equation*}
A_{k}:=I-\mathcal{A}_{k}^{-1}, \quad B_{k}:=\mathcal{A}_{k}^{-1} \mathcal{B}_{k}, \quad C_{k}:=\mathcal{C}_{k} \mathcal{A}_{k}^{-1} . \tag{1.29}
\end{equation*}
$$

### 1.3 Bibliographical notes

The equivalence described in Remark 1.2.1(i) is motivated by [4, Section 3.5], [20, Remark 2], and [111, Lemma 3]. We note that, analogously to [139, Chapter 3], it seems to be possible to write equation (1.19) as system (1.14) also without the regularity assumption for the coefficient matrix $P^{[m]}$. A solution of this problem will appear soon. The relation between system (1.14) and equations (1.24) and (1.25) from Remark 1.2.1(ii)-(iii) was discussed in [150]. In [4, Section 3.6] similar transformation of equation (1.24) into system (1.14) was derived as a consequence of a relation between equation (1.24) and system (1.27), which requires the additional assumption $\operatorname{det} P_{k} \neq 0$. The connection between systems (1.14) and (1.27) was shown in [2, Theorem 3], see also [4, Section 3.4].
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## Weyl-Titchmarsh theory for

## GENERAL LINEAR DEPENDENCE ON

## SPECTRAL PARAMETER

In this chapter we present the theory of square summable solutions of discrete symplectic systems in the form

$$
z_{k+1}(\lambda)=\mathbb{S}_{k}(\lambda) z_{k}(\lambda) \quad \text { with } \mathbb{S}_{k}(\lambda):=\mathcal{S}_{k}+\lambda \mathcal{V}_{k}
$$

where $\lambda \in \mathbb{C}$ is the spectral parameter and $\mathcal{S}_{k}$ and $\mathcal{V}_{k}$ are complex $2 n \times 2 n$ matrices satisfying

$$
\begin{equation*}
\mathcal{S}_{k}^{*} \mathcal{J} \mathcal{S}_{k}=\mathcal{J}, \quad \mathcal{S}_{k}^{*} \mathcal{J} \mathcal{V}_{k} \quad \text { is Hermitian }, \quad \mathcal{V}_{k}^{*} \mathcal{J} \mathcal{V}_{k}=0, \quad \text { and } \quad \Psi_{k}:=\mathcal{J} \mathcal{V}_{k} \mathcal{J} \mathcal{S}_{k}^{*} \mathcal{J} \geq 0 \tag{2.1}
\end{equation*}
$$

Here $\mathcal{J}$ stands for the matrix defined in (1.12) but it is also possible to use its generalization as discussed at the end of the paragraph preceding Remark 1.2.1, see also Section 3.3. The indices $k$ belong to a bounded or unbounded discrete interval as will be specified later. The dependence on $\lambda$ in $\left(\mathcal{S}_{\lambda}\right)$ is linear, but other than that quite general. The properties in (2.1) imply that the matrix $\mathcal{S}_{k}$ is symplectic and that the coefficient matrix $\mathbb{S}_{k}(\lambda)$ of $\left(\mathcal{S}_{\lambda}\right)$ satisfies the symplectic-type identity

$$
\begin{equation*}
\mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}(\lambda)=\mathcal{J} \quad \text { for all } \lambda \in \mathbb{C} \tag{2.2}
\end{equation*}
$$

The Hermitian matrix $\Psi_{k}$ will play a role of a weight for the associated semi-inner product, see (2.26) and (2.54). Throughout this thesis we also use the standard convention that by $\left(\mathcal{S}_{v}\right)$ we refer to the system as in $\left(\mathcal{S}_{\lambda}\right)$ with $\lambda$ replaced by $v$.

Identity (2.2) shows that the matrix $\mathbb{S}_{k}(\lambda)$ satisfies properties, which are similar to those of symplectic matrices, see Section 1.2. This fact also motivates the above terminology "symplectic system", although system $\left(\mathcal{S}_{\lambda}\right)$ corresponds to the discrete symplectic system as introduced in Section 1.2 only when $\lambda \in \mathbb{R}$, such as for $\lambda=0$. On the other hand, system $\left(\mathcal{S}_{\lambda}\right)$ can be viewed as a perturbation of the original symplectic system $z_{k+1}=\mathcal{S}_{k} z_{k}$,
i.e., system $\left(\mathcal{S}_{0}\right)$, for which the fundamental properties of symplectic systems are satisfied with appropriate (but natural) modifications. Such properties of system $\left(\mathcal{S}_{\lambda}\right)$ are derived in Section 2.1. We note that system $\left(\mathcal{S}_{\lambda}\right)$ with $\lambda \in \mathbb{R}$ was already investigated in [9, Sections 3.1 and 3.3], where the weight matrix $\Psi_{k}$ is also obtained for this special case. We remark that $\Psi_{k}$ and $\mathcal{J}$ correspond to $C_{n}$ and - $J$ in [9, Formula (3.3.10)]. Particularly, in [9, Section 3.3] it was observed that

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda)=\mathcal{S}_{k}+\lambda \mathcal{V}_{k}=\left(I+\lambda \mathcal{J} \Psi_{k}\right) \mathcal{S}_{k} . \tag{2.3}
\end{equation*}
$$

Hence, system $\left(\mathcal{S}_{\lambda}\right)$ is reduced to the equivalent form

$$
\begin{equation*}
z_{k+1}(\lambda)=\left(I+\lambda \mathcal{J} \Psi_{k}\right) \mathcal{S}_{k} z_{k}(\lambda) \text { with } \Psi_{k}^{*}=\Psi_{k} \text { and } \Psi_{k} \mathcal{J} \Psi_{k}=0, \tag{2.4}
\end{equation*}
$$

which is more convenient in some applications, e.g., when calculating the determinant $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\operatorname{det}\left(I+\lambda \mathcal{J} \Psi_{k}\right)=1$, see Lemma 2.1.3. Note that in the scalar case $n=1$ the properties of $\Psi_{k}$ in (2.4) imply that $\Psi_{k}$ is a real $2 \times 2$ matrix. Therefore, the present chapter extends this special form of $\Psi_{k}$ from the scalar (and hence real) case to any even-dimensional complex case, cf. again [9, Section 3.3].

The origin of the theory of square integrable or summable solutions goes back to the paper of H. Weyl [172], where the second-order Sturm-Liouville differential equation was considered and the famous Weyl alternative was proven by using a geometrical approach ${ }^{3}$. Weyl's results were re-proved (by using more analytical methods) and further extended by Titchmarsh in the series of papers summarized in [165,166]. In honor of the pioneers, this theory is usually referred as the Weyl-Titchmarsh theory. Of course, it has been developed in many directions during the last hundred years and we do not attempt to delineate all details of its long history and a considerable literature, see an outstanding overview given in [71]. Rather than that we now discuss only some crucial moments, which are closely related to the topic of this thesis. As a natural generalization of the theory for Sturm-Liouville differential equations, Atkinson initiated the study of the Weyl-Titchmarsh theory for the linear Hamiltonian differential system

$$
\begin{equation*}
z^{\prime}(t)=[H(t)+\lambda W(t)] z(t) \quad \text { or equivalently } \quad-\partial z^{\prime}(t)=[\widetilde{H}(t)+\lambda \widetilde{W}(t)] z(t) \tag{2.5}
\end{equation*}
$$

where $H(\cdot)$ and $W(\cdot)$ are suitable Hamiltonian matrix-valued functions with $-\partial W(t)$ being positive semidefinite, see [9] and also e.g. [30,34,35,39,97-101,108-110,123,141]. As far as we know, the first related results devoted to the second-order difference equations were independently given in [85,125], see also the references mentioned in connection with equations (2.8)-(2.10) below. However the discrete Weyl-Titchmarsh theory appears to be substantially underdeveloped in contrast to the continuous time case. Surprisingly, its extension to discrete systems had not attracted almost any attention (except [9, Chapter 3]) until 2004, when the Weyl-Titchmarsh theory for the linear Hamiltonian difference system

$$
\Delta\binom{x_{k}}{u_{k}}=\left(H_{k}+\lambda W_{k}\right)\binom{x_{k+1}}{u_{k}}, \quad H_{k}:=\left(\begin{array}{cc}
A_{k} & B_{k}  \tag{2.6}\\
C_{k} & -A_{k}^{*}
\end{array}\right), \quad W_{k}:=\left(\begin{array}{cc}
E_{k} & F_{k} \\
G_{k} & -E_{k}^{*}
\end{array}\right)
$$

was established in [36] as an answer to a remark of Professor Allan Krall, see [36, pg. 152]. In (2.6) the coefficient matrices $B_{k}, C_{k}$ and $F_{k}, G_{k}$ are Hermitian, i.e., $H_{k}$ and $W_{k}$ are Hamiltonian. Furthermore, $W_{k}$ is such that $-\partial W_{k} \geq 0$, and the matrix $\widetilde{A}_{k}(\lambda):=\left(I-A_{k}-\lambda E_{k}\right)^{-1}$

[^1]exists for all $k$ and $\lambda \in \mathbb{C}$, which guarantees the existence of a solution of any initial value problem associated with (2.6) in the backward time. A special case of system (2.6) with $E_{k} \equiv 0$ (which implies that $\tilde{A}_{k}(\lambda) \equiv \tilde{A}_{k}$ is constant in $\lambda$ ) was independently and more intensively studied in [142], see also e.g. [10,122,133,158].

As already mentioned at the beginning of Chapter 1, the study of the Weyl-Titchmarsh theory for discrete symplectic systems was initiated in [26] and [A4], where system ( $\mathcal{S}_{\lambda}$ ) was considered in the special case when its first equation does not depend on $\lambda$. In this case the matrices $\mathcal{S}_{k}, V_{k}$, and $\Psi_{k}$ have necessarily the form

$$
\mathcal{S}_{k}=\left(\begin{array}{ll}
\mathcal{A}_{k} & \mathcal{B}_{k}  \tag{2.7}\\
\mathcal{C}_{k} & \mathcal{D}_{k}
\end{array}\right), \quad \mathcal{V}_{k}=\left(\begin{array}{cc}
0 & 0 \\
-\mathcal{W}_{k} \mathcal{A}_{k} & -\mathcal{W}_{k} \mathcal{B}_{k}
\end{array}\right), \quad \Psi_{k}=\left(\begin{array}{cc}
\mathcal{W}_{k} & 0 \\
0 & 0
\end{array}\right)
$$

with $\mathcal{W}_{k} \in \mathbb{C}^{n \times n}$ being Hermitian and positive semidefinite for all $k$, see also [23, Remark 3(iii)]. The theory of discrete symplectic systems ( $\mathcal{S}_{\lambda}$ ) with (2.7) has been developed in several directions. For example, the results in $[25,54,56,65,66]$ cover the oscillation theorems, Sturmian theory, properties of finite eigenvalues, and the Rayleigh principle. Let us note that the form of $\mathcal{V}_{k}$ in (2.7) follows from the perturbation of the second equation in system $\left(\delta_{0}\right)$ by the term $\lambda \mathcal{W}_{k} x_{k+1}$. This approach is naturally motivated by the connection between discrete symplectic systems and any even order vector-valued Sturm-Liouville difference equation, Jacobi equation, and symmetric three-term recurrence relation discussed in Remark 1.2.1(i)-(iii). More specifically, system ( $\mathcal{S}_{\lambda}$ ) with the coefficients of the form (2.7) includes equations (1.19), (1.24), and (1.25) with the term $\lambda \mathcal{W}_{k} y_{k+1}$ on the right-hand side, i.e., the equations

$$
\begin{gather*}
\sum_{s=0}^{m}(-1)^{s} \Delta^{s}\left(P_{k}^{[s]} \Delta^{s} y_{k+1-s}\right)=\lambda \mathcal{W}_{k} y_{k+1},  \tag{2.8}\\
-\Delta\left(P_{k} \Delta y_{k}+R_{k}^{*} y_{k+1}\right)+Q_{k} y_{k+1}+R_{k} \Delta y_{k}=\lambda \mathcal{W}_{k} y_{k+1},  \tag{2.9}\\
S_{k+1} y_{k+2}-T_{k+1} y_{k+1}+S_{k}^{*} y_{k}=\lambda \mathcal{W}_{k} y_{k+1}, \tag{2.10}
\end{gather*}
$$

which were studied e.g. in $[9,11,12,15,32,33,96,103,121,147,156,157,164,170]$ and $[105$, Chapter 7], see also [39-41]. In particular, for equation (2.8) we get system $\left(\mathcal{S}_{\lambda}\right)$ with the matrix $\mathcal{S}_{k}$ as in Remark 1.2.1(i) and

$$
\mathcal{V}_{k}=-\left(\begin{array}{cc}
0 & 0  \tag{2.11}\\
\mathcal{V}_{k}^{[1]} & \mathcal{V}_{k}^{[2]}
\end{array}\right), \quad \nu_{k}^{[1]}=\left(\begin{array}{ccc}
\mathcal{W}_{k} & \cdots & \mathcal{W}_{k} \\
0 & \cdots & 0 \\
\vdots & \vdots & \vdots \\
0 & \cdots & 0
\end{array}\right), \quad \nu_{k}^{[2]}=\left(\begin{array}{cccc}
0 & \cdots & 0 & \mathcal{W}_{k}\left(P_{k}^{[n]}\right)^{-1} \\
0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
0 & \cdots & 0 & 0
\end{array}\right),
$$

which yields $\Psi_{k}=\operatorname{diag}\left\{\mathcal{W}_{k}, 0 \ldots, 0\right\} \in \mathbb{C}^{m n \times m n}$. Similarly, for equation (2.8) with $m=1$ and equations (2.9), (2.10) we obtain system $\left(\mathcal{S}_{\lambda}\right)$ with $\Psi_{k}=\operatorname{diag}\left\{\mathcal{W}_{k}, 0\right\}$. The aim of this chapter is to present a generalization and extension of the results in [9,26] and [A4] to the discrete symplectic systems of the form $\left(\mathcal{S}_{\lambda}\right)$. Moreover, it turns out that theses results are more general than those in [26] and [A4] theoretically and also practically. We show (see Example 2.5.2) that the present theory applies to certain system ( $\mathcal{S}_{\lambda}$ ) with (2.7), to which the results in [26] and [A4] cannot be used.

It is easy to see that there is (almost) no restriction on matrices $W(t)$ and $W_{k}$ in systems (2.5) and (2.6), respectively, while the form of $\mathcal{V}_{k}$ in (2.7) is very special. This inconsistency represents one of our motivations for a thorough study of the discrete symplectic systems with general linear dependence on $\lambda$ and their Weyl-Titchmarsh theory
as presented in this chapter. However even for system $\left(\mathcal{S}_{\lambda}\right)$ there remains one remarkable difference, which follows immediately from the third condition in (2.1): the matrix $\mathcal{V}_{k}$ has to be singular for all $k$. Moreover, it is worth noticing that there is an interesting overlap between system (2.6) with $E_{k} \equiv 0$ and system ( $\mathcal{S}_{\lambda}$ ), see also Remark 1.2.1(iv). More precisely, system ( $\mathcal{S}_{\lambda}$ ) can be written as a linear Hamiltonian difference system only if the $n \times n$ left-upper block of $\mathbb{S}_{k}(\lambda)$ is invertible for all $\lambda \in \mathbb{C}$. However, in this instance the dependence on $\lambda$ may be nonlinear and the matrix $E_{k}$ may be nonzero. On the other hand, system (2.6) can be written as system ( $\mathcal{S}_{\lambda}$ ) only if $G_{k}\left(I-A_{k}\right)^{-1} F_{k} \equiv 0$, see also [142, Formula (2.3)]. Without this additional assumption we obtain a discrete symplectic system with a special quadratic dependence on $\lambda$. This observation motivates our study of discrete symplectic systems with polynomial and analytic dependence on $\lambda$ and their Weyl-Titchmarsh theory in Chapter 5. If, in addition, also $F_{k} \equiv 0$ in (2.6) we get system ( $\mathcal{S}_{\lambda}$ ) with the special linear dependence described in (2.7). For completeness, we note that the study of discrete symplectic systems has also an advantage over the approach based on the linear difference Hamiltonian systems in an easier unification with the continuous time theory through the calculus on time scales, see [A7, A16]. Some problems with a unification of the Weyl-Titchmarsh theory for continuous and discrete Hamiltonian systems are discussed in [6].

This chapter is organized as follows. In Section 2.1 we present the fundamental properties of system $\left(\mathcal{S}_{\lambda}\right)$ and in Section 2.2 we study the spectral theory on a bounded interval. In the subsequent sections we focus on the Weyl-Titchmarsh theory for system ( $\mathcal{S}_{\lambda}$ ). In Section 2.3 we introduce the corresponding Weyl disks and Weyl circles both in the regular and singular cases. In Section 2.4 we consider the space $\ell_{\Psi}^{2}$ of square summable sequences with respect to the weight $\Psi_{k}$ and investigate the limit point and limit circle cases. Finally, in Section 2.5 we provide several examples illustrating our theory.

### 2.1 Preliminaries

First, we derive some important "symplectic" properties of the matrix $\mathbb{S}_{k}(\lambda)$ defined in $\left(\mathcal{S}_{\lambda}\right)$. Observe that (2.2) and (2.3) imply that $\mathbb{S}_{k}(\lambda)$ and $I+\lambda \mathcal{J} \Psi_{k}$ are invertible with

$$
\begin{equation*}
\mathbb{S}_{k}^{-1}(\lambda)=-\mathcal{J} \mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J}, \quad\left(I+\lambda \mathcal{J} \Psi_{k}\right)^{-1}=I-\lambda \mathcal{J} \Psi_{k} \quad \text { for all } \lambda \in \mathbb{C} . \tag{2.12}
\end{equation*}
$$

From the invertibility of $\mathbb{S}_{k}(\lambda)$ we obtain the (global) existence and uniqueness of solutions of any initial value problem associated with system ( $\mathcal{S}_{\lambda}$ ). Formula (2.12) also yields the following straightforward facts about the coefficients $\mathcal{S}_{k}$ and $V_{k}$ from (2.1).
Lemma 2.1.1. Let $n \in \mathbb{N}$ be given. For any $k \in[0, \infty)_{\mathbb{z}}$ the following conditions are equivalent.
(i) The matrices $\mathcal{S}_{k}$ and $\mathcal{V}_{k}$ satisfy the first three conditions in (2.1), i.e., $\mathcal{S}_{k}^{*} \mathcal{J} \mathcal{S}_{k}=\mathcal{J}, \mathcal{S}_{k}^{*} \mathcal{J} \mathcal{V}_{k}$ is Hermitian, and $\mathcal{V}_{k}^{*} \mathcal{J} \mathcal{V}_{k}=0$.
(ii) The matrix $\Phi_{k}(\lambda)$ in $\left(\mathcal{S}_{\lambda}\right)$ satisfies (2.2), i.e., $\Phi_{k}^{*}(\bar{\lambda}) \mathcal{J} \Phi_{k}(\lambda)=\mathcal{J}$ for all $\lambda \in \mathbb{C}$.
(iii) The matrices $\mathcal{S}_{k}$ and $\mathcal{V}_{k}$ satisfy $\mathcal{S}_{k} \mathcal{J} \mathcal{S}_{k}^{*}=\mathcal{J}$ and $\mathcal{V}_{k} \mathcal{J} \mathcal{V}_{k}^{*}=0$, and $\mathcal{V}_{k} \mathcal{J} \mathcal{S}_{k}^{*}$ is Hermitian.
(iv) The matrix $\$_{k}(\lambda)$ in $\left(\mathcal{S}_{\lambda}\right)$ satisfies $\Phi_{k}(\lambda) \mathcal{J} \Phi_{k}^{*}(\bar{\lambda})=\mathcal{J}$ for all $\lambda \in \mathbb{C}$.

Condition (iii) in Lemma 2.1.1 implies that the matrix $\Psi_{k}$ is indeed Hermitian, as required in the main assumption (2.1). This shows that if $\mathcal{S}_{k}$ and $\mathcal{V}_{k}$ are any given matrices satisfying the first three properties in (2.1), then the matrix $\Psi_{k}:=\mathcal{J} \mathcal{V}_{k} \mathcal{J} \mathcal{S}_{k}^{*} \mathcal{J}$ is Hermitian and, moreover, $\Psi_{k} \mathcal{J} \Psi_{k}=0$. The latter equality in fact characterizes the matrices $V_{k}$ for which $\Psi_{k}$ has this property, i.e., the matrices $V_{k}$ and $\Psi_{k}$ determine each other. More
precisely, if $\Psi_{k}$ is any $2 n \times 2 n$ Hermitian matrix such that $\Psi_{k} \mathcal{J} \Psi_{k}=0$, then following (2.4) we define $\mathcal{V}_{k}:=\mathcal{J} \Psi_{k} \mathcal{S}_{k}$. It is easy to see that the second and third properties in (2.1) are in this case satisfied.

For convenience, we summarize the notation employed throughout this chapter.
Notation 2.1.2. The numbers $n \in \mathbb{N}$ and $N \in[0, \infty)_{\mathbb{Z}}$ are fixed and $\mathcal{S}, \nu, \Psi \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ are such that (2.1) is satisfied for all $k \in[0, \infty)_{Z}$.

Now we focus on the determinant of the matrix $\mathbb{S}_{k}(\lambda)$. Let us recall that the absolute value of the determinant of any symplectic matrix is equal to 1 as a simple consequence of the formula (1.13).
Lemma 2.1.3. For every $\lambda \in \mathbb{C}$ and $k \in[0, \infty)_{\mathbb{z}}$ we have $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} S_{k}\right|=1$.
Proof. First, from the expression given in (2.3) we obtain $\operatorname{det} \mathbb{S}_{k}(\lambda)=\operatorname{det}\left(I+\lambda \mathcal{J} \Psi_{k}\right) \times \operatorname{det} \mathcal{S}_{k}$. Since $\left(\lambda \mathcal{J} \Psi_{k}\right)^{2}=0$, the matrix $\lambda \mathcal{J} \Psi_{k}$ is nilpotent of degree 2. Thus, by Proposition 1.1.3 with $L:=\lambda \mathcal{J} \Psi_{k}$ and $M:=I$, we $\operatorname{get} \operatorname{det}\left(\lambda \mathcal{J} \Psi_{k}+I\right)=\operatorname{det}(L+M)=\operatorname{det} M=1$, which implies $\operatorname{det} \mathbb{S}_{k}(\lambda)=\operatorname{det} \mathcal{S}_{k}$. Hence the statement follows from the first condition in (2.1), because

$$
\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} \mathcal{S}_{k}\right| \stackrel{(2.1)}{=} \operatorname{det} \mathcal{J}=1 .
$$

Remark 2.1.4. In some special cases the result of Lemma 2.1.3 can be also verified directly. For example, when the dependence on $\lambda$ is special as displayed in (2.7), we have by [66, pg. 1232] that

$$
\mathbb{S}_{k}(\lambda)=\left(\begin{array}{cc}
I & 0  \tag{2.13}\\
-\lambda \mathcal{W}_{k} & I
\end{array}\right) S_{k}, \quad \text { which implies } \quad \operatorname{det} \mathbb{S}_{k}(\lambda)=\operatorname{det} \delta_{k} \text { for all } \lambda \in \mathbb{C} .
$$

The following statements are direct consequences of formula (2.2) and they provide basic properties of solutions of system $\left(\mathcal{S}_{\lambda}\right)$ on $[0, \infty)_{\mathbb{z}}$. Nevertheless, it is easy to see that the results remain valid (with appropriate modifications) for solutions of system $\left(S_{\lambda}\right)$ on any discrete interval $\mathcal{I}_{\mathbb{Z}} \subseteq[0, \infty)_{z}$.
Lemma 2.1.5 (Wronskian-type identity). Let $\lambda \in \mathbb{C}$ and $m \in \mathbb{N}$ be given. If the sequences $Z(\lambda), Z(\bar{\lambda}) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ solve systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{\bar{\lambda}}\right)$ on $[0, \infty)_{\mathbb{Z}}$, respectively, then

$$
\begin{equation*}
Z_{k}^{*}(\bar{\lambda}) \partial Z_{k}(\lambda)=Z_{0}^{*}(\bar{\lambda}) \partial Z_{0}(\lambda) \quad \text { for all } k \in[0, \infty)_{z} . \tag{2.14}
\end{equation*}
$$

Proof. Identity (2.14) follows directly from $\left(\delta_{\lambda}\right),\left(\delta_{\bar{\lambda}}\right)$, and (2.2), because

$$
Z_{k+1}^{*}(\bar{\lambda}) \mathcal{J} Z_{k+1}(\lambda)=Z_{k}^{*}(\bar{\lambda}) \mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}(\lambda) Z_{k}(\lambda)=Z_{k}^{*}(\bar{\lambda}) \mathcal{J} Z_{k}(\lambda)
$$

for any $k \in[0, \infty)_{z}$.
Lemma 2.1.6. Let $\lambda \in \mathbb{C}$ and $\Phi(\lambda)$ be a fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$ on $[0, \infty)_{\mathbb{Z}}$ such that

$$
\begin{equation*}
\Phi_{0}^{*}(\bar{\lambda}) \mathcal{J} \Phi_{0}(\lambda)=\mathcal{J} . \tag{2.15}
\end{equation*}
$$

Then for any $k \in[0, \infty)_{z}$ we have

$$
\begin{equation*}
\Phi_{k}^{*}(\bar{\lambda}) \mathcal{J} \Phi_{k}(\lambda)=\mathcal{J}, \quad \Phi_{k}^{-1}(\lambda)=-\mathcal{J} \Phi_{k}^{*}(\bar{\lambda}) \mathcal{J}, \quad \text { and } \quad \Phi_{k}(\lambda) \mathcal{J} \Phi_{k}^{*}(\bar{\lambda})=\mathcal{J} . \tag{2.16}
\end{equation*}
$$

Proof. The first identity in (2.16) follows from Lemma 2.1.5 and identity (2.15). The other two identities in (2.16) follow from the first one, since $\Phi_{k}(\lambda) \Phi_{k}^{-1}(\lambda)=I=\Phi_{k}^{-1}(\lambda) \Phi_{k}(\lambda)$.
$\qquad$

One easily observes that identity (2.15) is satisfied especially when $\Phi_{0}(\lambda) \equiv \Phi_{0}$ does not depend on $\lambda$ and $\Phi_{0}$ is symplectic.

The matrix $\Psi_{k}$ plays a key role in the Lagrange identity for system $\left(\mathcal{S}_{\lambda}\right)$, which is one of the main tools in the whole Weyl-Titchmarsh theory, see also [9, Formula (3.7.6)].
Theorem 2.1.7 (Lagrange identity). Let $\lambda, v \in \mathbb{C}$ and $m \in \mathbb{N}$ be given. If the sequences $Z(\lambda), Z(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ solve systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ on $[0, \infty)_{\mathbb{Z}}$, respectively, then for any $k \in[0, \infty)_{z}$ we have

$$
\begin{gather*}
\Delta\left[Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(v)\right]=(\bar{\lambda}-v) Z_{k+1}^{*}(\lambda) \Psi_{k} Z_{k+1}(v)  \tag{2.17}\\
Z_{k+1}^{*}(\lambda) \mathcal{J} Z_{k+1}(v)=Z_{0}^{*}(\lambda) \mathcal{J} Z_{0}(v)+(\bar{\lambda}-v) \sum_{j=0}^{k} Z_{j+1}^{*}(\lambda) \Psi_{j} Z_{j+1}(v) . \tag{2.18}
\end{gather*}
$$

Proof. Let $Z_{k}(\lambda)$ and $Z_{k}(v)$ satisfy $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ on $[0, \infty)_{\mathbb{Z}}$, respectively. Then

$$
\begin{aligned}
\Delta\left[Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(v)\right] & =Z_{k+1}^{*}(\lambda)\left[\mathcal{J}-\Phi_{k}^{*-1}(\lambda) \mathcal{J} \Phi_{k}^{-1}(v)\right] Z_{k+1}(v) \\
& \stackrel{(2.12)}{=} Z_{k+1}^{*}(\lambda)\left[\mathcal{J}+\mathcal{J} \Phi_{k}(\bar{\lambda}) \mathcal{J} \Phi_{k}^{*}(\bar{v}) \mathcal{J}\right] Z_{k+1}(v) \stackrel{(2.1)}{=}(\bar{\lambda}-v) Z_{k+1}^{*}(\lambda) \Psi_{k} Z_{k+1}(v),
\end{aligned}
$$

which shows identity (2.17). Equality (2.18) then follows from (2.17) by summation.

### 2.2 Spectral theory on bounded interval

In this section we study the spectral properties of the corresponding regular eigenvalue problem with separated boundary conditions. Matrices describing these boundary conditions belong to the set

$$
\begin{equation*}
\Gamma:=\left\{\alpha \in \mathbb{C}^{n \times 2 n} \mid \alpha \alpha^{*}=I, \alpha \mathcal{J} \alpha^{*}=0\right\} . \tag{2.19}
\end{equation*}
$$

It is known e.g. in [A4, Remark 2.7] that for any $\alpha \in \Gamma$ the $2 n \times 2 n$ matrix $\left(\alpha^{*},-\mathcal{J} \alpha^{*}\right)$ is unitary and symplectic and it satisfies

$$
\begin{equation*}
\alpha^{*} \alpha-\mathcal{J} \alpha^{*} \alpha \mathcal{J}=I, \quad \text { i.e., } \quad\left(\alpha^{*}-\mathcal{J} \alpha^{*}\right)^{-1}=\binom{\alpha}{\alpha \mathcal{J}}, \quad \text { and } \quad \operatorname{Ker} \alpha=\operatorname{Ran} \mathcal{J} \alpha^{*} . \tag{2.20}
\end{equation*}
$$

For $\alpha \in \Gamma$ we denote by $\Phi(\lambda, \alpha) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ the fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$ determined by the initial condition $\Phi_{0}(\lambda, \alpha)=\left(\alpha^{*},-\mathcal{J} \alpha^{*}\right)$, i.e.,

$$
\Phi_{k+1}(\lambda)=\left(S_{k}+\lambda \mathcal{V}_{k}\right) \Phi_{k}(\lambda), \quad k \in[0, \infty)_{\mathbb{Z}}, \quad \Phi_{0}(\lambda)=\left(\begin{array}{ll}
\alpha^{*} & -\mathcal{J} \alpha^{*} \tag{2.21}
\end{array}\right), \quad \lambda \in \mathbb{C} .
$$

Then the initial value $\Phi_{0}(\lambda, \alpha)$ is unitary, symplectic, does not depend on $\lambda$, and its inverse is $\Phi_{0}^{-1}(\lambda, \alpha)=\Phi_{0}^{*}(\lambda, \alpha)$. However we usually suppress the dependence on $\alpha$, i.e., we write only $\Phi(\lambda)$ instead of $\Phi(\lambda, \alpha)$. In addition, we need to emphasize the two "halves" of the fundamental matrix $\Phi(\lambda)$, hence we put

$$
\begin{equation*}
\Phi_{k}(\lambda)=\left(Z_{k}(\lambda) \quad \widetilde{Z}_{k}(\lambda)\right), \tag{2.22}
\end{equation*}
$$

where $Z(\lambda)=Z(\lambda, \alpha) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ and $\widetilde{Z}(\lambda)=\widetilde{Z}(\lambda, \alpha) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ are the $2 n \times n$ solutions of system $\left(\mathcal{S}_{\lambda}\right)$ satisfying the initial conditions $Z_{0}(\lambda)=\alpha^{*}$ and $\widetilde{Z}_{0}(\lambda)=-\partial \alpha^{*}$.

Definition 2.2.1. With the fundamental matrix $\Phi(\lambda)$ and its blocks specified in (2.22), we define for $M \in \mathbb{C}^{n \times n}$ the Weyl solution ${ }^{4} \mathcal{X}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ of system $\left(\mathcal{S}_{\lambda}\right)$ as

$$
\begin{equation*}
X_{k}(\lambda)=X_{k}(\lambda, \alpha, M):=\Phi_{k}(\lambda)\left(I, M^{*}\right)^{*}=Z_{k}(\lambda)+\widetilde{Z}_{k}(\lambda) M, \quad k \in[0, \infty)_{\mathbb{Z}} \tag{2.23}
\end{equation*}
$$

For the following part (including the beginning of Section 2.3) we restrict our attention to the finite discrete interval $[0, N]_{\mathbb{Z}}$ with the fixed $N \in[0, \infty)_{\mathbb{Z}}$ as stated in Notation 2.1.2. Then for $\alpha, \beta \in \Gamma$ we consider the following (regular) eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{S}_{\lambda}\right), \quad k \in[0, N]_{\mathbb{Z}}, \quad \lambda \in \mathbb{C}, \quad \alpha z_{0}(\lambda)=0, \quad \beta z_{N+1}(\lambda)=0 . \tag{2.24}
\end{equation*}
$$

Note that when $\alpha=(I, 0)=\beta$, the boundary conditions in (2.24) reduce to the Dirichlet boundary conditions $x_{0}=0=x_{N+1}$. On the other hand, the periodic or antiperiodic boundary conditions $z_{0}(\lambda)= \pm z_{N+1}(\lambda)$ cannot be obtained through any choice of the matrices $\alpha, \beta \in \Gamma$. These particular cases are special examples of jointly varying endpoints, which are investigated in Chapter 3. We recall that a number $\lambda \in \mathbb{C}$ is said to be an eigenvalue of problem (2.24) if, for this particular value $\lambda$, there exists a nontrivial solution $z(\lambda) \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{2 n}$ of problem (2.24). In this case, the function $z(\lambda)$ is said to be the eigenfunction corresponding to the eigenvalue $\lambda$ and the dimension of all these eigenfunctions corresponding to $\lambda$ is called the geometric multiplicity of $\lambda$.

Moreover, we introduce the following definiteness assumption, called Atkinson's condition, compare with [9, Formula (3.7.10)]. Throughout this chapter we will distinguish several forms of this definiteness assumption depending on how many solutions of $\left(\mathcal{S}_{\lambda}\right)$ is involved. This distinction also serves as an indicator of the minimal assumptions needed in each result, compare with Hypotheses 2.3.4 and 2.3.7 below.
Hypothesis 2.2.2 (Weak Atkinson condition - finite). For any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ every column $z(\lambda)$ of the solution $\widetilde{Z}(\lambda)$ satisfies

$$
\begin{equation*}
\sum_{k=0}^{N} z_{k+1}^{*}(\lambda) \Psi_{k} z_{k+1}(\lambda)>0 \tag{2.25}
\end{equation*}
$$

Identity (2.18) and Hypothesis 2.2.2 imply the following characterization of the eigenvalues and eigenfunctions of problem (2.24).
Theorem 2.2.3. Let $\alpha, \beta \in \Gamma$ be given. Then the following statements hold.
(i) A number $\lambda \in \mathbb{C}$ is an eigenvalue of (2.24) if and only if $\operatorname{det} \beta \widetilde{Z}_{N+1}(\lambda)=0$. In this case, the eigenfunctions corresponding to the eigenvalue $\lambda$ have the form $z(\lambda)=\widetilde{Z}(\lambda)$ d on $[0, N+1]_{\mathbb{Z}}$ with nonzero $d \in \operatorname{Ker} \beta \overline{\mathrm{Z}}_{N+1}(\lambda)$. Moreover, the geometric multiplicity of $\lambda$ is equal to its algebraic multiplicity, i.e., to $\operatorname{dim} \operatorname{Ker} \beta \bar{Z}_{N+1}(\lambda)$.
(ii) A number $\lambda \in \mathbb{C}$ is an eigenvalue of problem (2.24) if and only if $\operatorname{det}\left(-\widetilde{Z}_{N+1}(\lambda), \mathcal{\partial} \beta^{*}\right)=0$. In this case, the algebraic and geometric multiplicities of the eigenvalue $\lambda$ are equal to the value of $\operatorname{dim} \operatorname{Ker}\left(-\widetilde{Z}_{N+1}(\lambda), \mathcal{J} \beta^{*}\right)$.
(iii) Under Hypothesis 2.2.2, the eigenvalues of (2.24) are real and eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product

$$
\begin{equation*}
\langle z, \tilde{z}\rangle_{\Psi, N}:=\sum_{k=0}^{N} z_{k+1}^{*} \Psi_{k} \tilde{z}_{k+1} . \tag{2.26}
\end{equation*}
$$

[^2]$\qquad$

Proof. The proof follows standard arguments from linear algebra about eigenvalue problems for Hermitian matrices or self-adjoint differential or difference equations. Alternatively, see the proofs of [A4, Lemmas 3.1, 2.9 and Theorem 2.11].

Next we proceed by defining the Weyl-Titchmarsh $M(\lambda)$-function for problem (2.24). Definition 2.2.4. Let $\alpha, \beta \in \Gamma$. Whenever the matrix $\beta \widetilde{Z}_{k}(\lambda)$ is invertible for some value $\lambda \in \mathbb{C}$ and $k \in[0, N+1]_{\mathbb{Z}}$, we define the Weyl-Titchmarsh $M(\lambda)$-function as the $n \times n$ matrix

$$
\begin{equation*}
M_{k}(\lambda)=M_{k}(\lambda, \alpha, \beta):=-\left[\beta \bar{Z}_{k}(\lambda)\right]^{-1} \beta Z_{k}(\lambda) . \tag{2.27}
\end{equation*}
$$

It follows from Theorem 2.2.3 that the $M(\lambda)$-function is well defined at $k=N+1$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$, when Hypothesis 2.2 .2 holds. Now we show the "symmetry" property of the $M(\lambda)$-function.
Lemma 2.2.5. Let $\alpha, \beta \in \Gamma$ and $\lambda \in \mathbb{C}$ be given. If $k \in[0, N+1]_{\mathbb{Z}}$ is such that $M_{k}(\lambda)$ and $M_{k}(\bar{\lambda})$ exist, then

$$
\begin{equation*}
M_{k}^{*}(\lambda)=M_{k}(\bar{\lambda}) . \tag{2.28}
\end{equation*}
$$

Moreover, $M_{k}(\cdot)$ is an analytic function in its argument $\lambda$.
Proof. Let $k \in[0, N+1]_{z}$. By the definition of $M_{k}(\lambda)$, the partition of $\Phi_{k}(\lambda)$ in (2.22), and the third formula in (2.16) we have

$$
\begin{aligned}
M_{k}^{*}(\lambda)-M_{k}(\bar{\lambda}) & =\left[\beta \widetilde{Z}_{k}(\bar{\lambda})\right]^{-1} \beta \Phi_{k}(\bar{\lambda}) \mathcal{J} \Phi_{k}^{*}(\lambda) \beta^{*}\left[\beta \widetilde{Z}_{k}(\lambda)\right]^{*-1} \\
& =\left[\beta \widetilde{Z}_{k}(\bar{\lambda})\right]^{-1} \beta \mathcal{J} \beta^{*}\left[\beta \widetilde{Z}_{k}(\lambda)\right]^{*-1} \stackrel{(2.19)}{=} 0,
\end{aligned}
$$

which proves identity (2.28). The analytic property of $M_{k}(\cdot)$ follows from the fact that $Z_{k}(\lambda)$ and $\bar{Z}_{k}(\lambda)$, and hence $\beta Z_{k}(\lambda)$ and $\beta \bar{Z}_{k}(\lambda)$, are polynomials in $\lambda$.

## Remark 2.2.6.

(i) The Weyl solution $\mathcal{X}(\lambda)$ from Definition 2.2.1 trivially satisfies the initial boundary condition $\alpha \mathcal{X}_{0}(\lambda)=I$. In addition, if $\beta \bar{Z}_{k}(\lambda)$ is invertible for some $k \in[0, N+1]_{\mathbb{Z}}$, then $\beta X_{k}(\lambda)=\beta \bar{Z}_{k}(\lambda)\left[M-M_{k}(\lambda)\right]$. This shows that for $M=M_{k}(\lambda)$ we have $\beta X_{k}(\lambda)=0$. In particular, when $k=N+1$ and $M=M_{N+1}(\lambda)$, the Weyl solution $\mathcal{X}(\lambda)$ satisfies the second boundary condition in (2.24).
(ii) We also point out that the matrix $P:=-\beta \mathcal{J} X_{k}(\lambda) \in \mathbb{C}^{n \times n}$, where the Weyl solution $X(\lambda)$ is defined by (2.23) with $M=M_{k}(\lambda)$, is invertible for any $\beta \in \Gamma$ and any given $k \in[0, N+1]_{z}$, which will be a very useful fact in the proof of the next theorem. Indeed, the calculation

$$
n=\operatorname{rank}\binom{\beta}{\beta \mathcal{J}} X_{k}(\lambda)=\operatorname{rank}\binom{0}{\beta \mathcal{O} X_{k}(\lambda)}=\operatorname{rank} P
$$

shows that $P$ is invertible.
In the following theorem we specify the dependence of the Weyl-Titchmarsh $M(\lambda)$ function on the matrix $\alpha$ determining the initial boundary condition of the fundamental matrix $\Phi(\lambda)=\Phi(\lambda, \alpha)$ in (2.22). We consider the matrix $M_{k}(\lambda, \alpha, \beta)$ defined in (2.27) and the matrix $M_{k}(\lambda, \gamma, \beta)$ given also by (2.27) but with $\alpha$ replaced by $\gamma \in \Gamma$, i.e., $M_{k}(\lambda, \gamma, \beta)$ is defined through the $2 n \times n$ columns of the fundamental matrix $\Phi(\lambda, \gamma)$ which satisfies $\Phi_{0}(\lambda, \gamma)=\left(\gamma^{*},-\mathcal{J} \gamma^{*}\right)$. The proofs of the next theorem and its corollary follow the similar
arguments as the corresponding proofs in [A4, Lemma 3.10 and Corollary 3.11]. Note that the assumptions of Theorem 2.2.7 and Corollary 2.2.8 below are in particular satisfied when $\lambda \in \mathbb{C} \backslash \mathbb{R}, k=N+1$, and Hypothesis 2.2.2 holds.
Theorem 2.2.7. Let $\beta \in \Gamma$ and $\lambda \in \mathbb{C}$. Assume that for $\alpha, \gamma \in \Gamma$ and $k \in[0, N+1]_{z}$ the matrices $M_{k}(\lambda, \alpha, \beta)$ and $M_{k}(\lambda, \gamma, \beta)$ exist. Then we have

$$
\begin{equation*}
M_{k}(\lambda, \alpha, \beta)=\left[\alpha \mathscr{J} \gamma^{*}+\alpha \gamma^{*} M_{k}(\lambda, \gamma, \beta)\right]\left[\alpha \gamma^{*}-\alpha \mathscr{J} \gamma^{*} M_{k}(\lambda, \gamma, \beta)\right]^{-1} . \tag{2.29}
\end{equation*}
$$

Proof. Let $\mathcal{X}(\alpha):=\mathcal{X}\left(\lambda, \alpha, M_{k}(\lambda, \alpha, \beta)\right)$ and $\mathcal{X}(\gamma):=\mathcal{X}\left(\lambda, \gamma, M_{k}(\lambda, \gamma, \beta)\right)$ be the Weyl solutions as in (2.23) corresponding to $M=M_{k}(\lambda, \alpha, \beta)$ and $M=M_{k}(\lambda, \gamma, \beta)$, respectively. Since $\beta X_{k}(\alpha)=0=\beta X_{k}(\gamma)$ by Remark 2.2.6(i), it follows from the third equality in (2.20) that there exist matrices $P(\alpha), P(\gamma) \in \mathbb{C}^{n \times n}$ such that $X_{k}(\alpha)=\mathcal{J} \beta^{*} P(\alpha)$ and $X_{k}(\gamma)=\mathcal{J} \beta^{*} P(\gamma)$. Moreover, the matrices $P(\alpha)$ and $P(\gamma)$ are invertible by Remark 2.2.6(ii), and hence

$$
X_{k}(\alpha) P^{-1}(\alpha)=\mathcal{J} \beta^{*}=X_{k}(\gamma) P^{-1}(\gamma), \quad \text { i.e., } \quad X_{k}(\alpha)=X_{k}(\gamma) P \quad \text { with } P:=P^{-1}(\gamma) P(\alpha) .
$$

By the uniqueness of solutions of system $\left(\mathcal{S}_{\lambda}\right)$, it follows $\mathcal{X}(\alpha)=\mathcal{X}(\gamma) P$ on $[0, N+1]_{\mathbb{Z}}$, i.e.,

$$
\begin{equation*}
X_{j}(\alpha)=X_{j}(\gamma) P \quad \text { for all } j \in[0, N+1]_{\mathbb{z}} . \tag{2.30}
\end{equation*}
$$

The choice $j=0$ then yields

$$
\begin{equation*}
\binom{I}{M_{k}(\lambda, \alpha, \beta)}=\Phi_{0}^{-1}(\lambda, \alpha) \Phi_{0}(\lambda, \gamma)\binom{I}{M_{k}(\lambda, \gamma, \beta)} P=\binom{\alpha \gamma^{*}-\alpha \mathcal{J} \gamma^{*} M_{k}(\lambda, \gamma, \beta)}{\alpha \mathcal{J} \gamma^{*}+\alpha \gamma^{*} M_{k}(\lambda, \gamma, \beta)} P . \tag{2.31}
\end{equation*}
$$

The first row of the latter identity implies $P=\left[\alpha \gamma^{*}-\alpha \mathcal{J} \gamma^{*} M_{k}(\lambda, \gamma, \beta)\right]^{-1}$, and then the second row of (2.31) yields identity (2.29).

As a consequence of (2.30) and Theorem 2.2.7 we get a formula relating the Weyl solutions corresponding to the matrices $M=M_{k}(\lambda, \alpha, \beta)$ and $M=M_{k}(\lambda, \gamma, \beta)$ and the initial conditions with $\alpha, \gamma \in \Gamma$.
Corollary 2.2.8. Let $\beta \in \Gamma$ and $\lambda \in \mathbb{C}$. Assume that for $\alpha, \gamma \in \Gamma$ and $k \in[0, N+1]_{z}$ the matrices $M_{k}(\lambda, \alpha, \beta)$ and $M_{k}(\lambda, \gamma, \beta)$ exist. Then for all $j \in[0, N+1]_{\mathbb{z}}$ we have

$$
X_{j}\left(\lambda, \alpha, M_{k}(\lambda, \alpha, \beta)\right)=X_{j}\left(\lambda, \gamma, M_{k}(\lambda, \gamma, \beta)\right)\left[\alpha \gamma^{*}-\alpha \mathcal{J} \gamma^{*} M_{k}(\lambda, \gamma, \beta)\right]^{-1} .
$$

### 2.3 Weyl disk and Weyl circle

In this section we study the properties of the Weyl disks and the Weyl circles, which are defined through the following $\mathcal{E}(M)$-function. For a given $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$ we define the matrix-valued function $\varepsilon_{k}(M)=\varepsilon_{k}(M, \lambda, \alpha):[0, N+1]_{\mathbb{Z}} \times \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n}$ as

$$
\begin{equation*}
\mathcal{E}_{k}(M):=i \delta(\lambda) X_{k}^{*}(\lambda, \alpha, M) \mathcal{J} X_{k}(\lambda, \alpha, M) . \tag{2.32}
\end{equation*}
$$

In the abbreviated form we write $\mathcal{E}(M)=i \delta(\lambda) \mathcal{X}^{*}(\lambda) \mathcal{X} \mathcal{X}(\lambda)$. The matrix $\mathcal{E}_{k}(M)$ is Hermitian for any $k \in[0, N+1]_{\mathbb{Z}}$ and $M \in \mathbb{C}^{n \times n}$, which can be seen from the equality $(i \mathcal{J})^{*}=i \mathcal{J}$. Moreover, the Lagrange identity (Theorem 2.1.7) yields that

$$
\begin{equation*}
\mathcal{E}_{k}(M)=-2 \delta(\lambda) \operatorname{im}(M)+2|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} X_{j+1}^{*}(\lambda) \Psi_{j} X_{j+1}(\lambda), \quad k \in[0, N+1]_{\mathbb{z}}, \tag{2.33}
\end{equation*}
$$

where for $k=0$ the sum is zero by definition.

Definition 2.3.1. Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$. For all $k \in[0, N+1]_{\mathbb{Z}}$ we define the Weyl disk $D_{k}(\lambda)=D_{k}(\lambda, \alpha)$ and the Weyl circle $C_{k}(\lambda)=C_{k}(\lambda, \alpha)$, respectively, by

$$
D_{k}(\lambda):=\left\{M \in \mathbb{C}^{n \times n} \mid \mathcal{E}_{k}(M) \leq 0\right\}, \quad C_{k}(\lambda):=\left\{M \in \mathbb{C}^{n \times n} \mid \mathcal{E}_{k}(M)=0\right\}
$$

A natural question now arises concerning the elements of $D_{k}(\lambda)$ and $C_{k}(\lambda)$. For example, from (2.33) we obtain $\mathcal{E}_{0}(M)=-2 \delta(\lambda) \mathrm{im}(M)$, which implies that the Weyl circle $C_{0}(\lambda)$ coincides with the set of all $n \times n$ Hermitian matrices, while the interior of the Weyl disk $D_{0}(\lambda)$ is a proper subset of the set of all invertible $n \times n$ matrices. In the following two theorems we present characterizations of matrices $M$ lying on the Weyl circle and in the interior of the Weyl disk.
Theorem 2.3.2. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, k \in[0, N+1]_{\mathbb{Z}}$, and $M \in \mathbb{C}^{n \times n}$. The matrix $M$ belongs to the Weyl circle $C_{k}(\lambda)$ if and only if there exists $\beta \in \Gamma$ such that $\beta X_{k}(\lambda)=0$. In this case $M=M_{k}(\lambda)$, whenever the matrix $M_{k}(\lambda)$ defined in (2.27) exists.

Proof. Assume that $M \in C_{k}(\lambda)$, i.e., $\mathcal{E}_{k}(M)=0$. Then for the matrix $\gamma:=\mathcal{X}_{k}^{*}(\lambda) \mathcal{J}$ we get $i \delta(\lambda) \gamma X_{k}(\lambda)=\mathcal{E}_{k}(M)=0$, which implies $\gamma \mathcal{X}_{k}(\lambda)=0$ and also $\gamma \mathcal{J} \gamma^{*}=0$. Moreover, since rank $\gamma=n$, we have $\gamma \gamma^{*}>0$. The matrix $\beta:=\left(\gamma \gamma^{*}\right)^{-1 / 2} \gamma$ satisfies $\beta X_{k}(\lambda)=0, \beta \mathcal{J} \beta^{*}=0$, and $\beta \beta^{*}=I$. Thus $\beta \in \Gamma$ as stated in the theorem.

Conversely, assume that for a given matrix $M \in \mathbb{C}^{n \times n}$ there exists $\beta \in \Gamma$ such that $\beta \mathcal{X}_{k}(\lambda)=0$. Then $\mathcal{X}_{k}(\lambda)=\mathcal{J} \beta^{*} P$ for $P:=-\beta \mathcal{J} \mathcal{X}_{k}(\lambda)$, see Remark 2.2.6(ii). It follows that $\mathcal{E}_{k}(M)=i \delta(\lambda) P^{*} \beta \mathcal{J} \beta^{*} P=0$, so that $M \in C_{k}(\lambda)$. Finally, if $M_{k}(\lambda)$ exists, then $\beta \widetilde{Z}_{k}(\lambda)$ is invertible and $\beta Z_{k}(\lambda)+\beta \widetilde{Z}_{k}(\lambda) M=\beta X_{k}(\lambda)=0$, i.e., $M=M_{k}(\lambda)$.

Theorem 2.3.3. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, k \in[0, N+1]_{\mathbb{Z}}$, and $M \in \mathbb{C}^{n \times n}$. The matrix $M$ satisfies $\mathcal{E}_{k}(M)<0$ if and only if there exists $\beta \in \mathbb{C}^{n \times 2 n}$ such that $i \delta(\lambda) \beta \mathcal{J} \beta^{*}>0$ and $\beta X_{k}(\lambda)=0$. In this case we have with such a matrix $\beta$ that $M=M_{k}(\lambda)$, whenever the matrix $M_{k}(\lambda)$ exists, and $\beta$ may be chosen so that $\beta \beta^{*}=I$.

Proof. For $M \in \mathbb{C}^{n \times n}$ we consider the Weyl solution $\mathcal{X}(\lambda)$ given by (2.23) with $n \times n$ blocks $\varphi(\lambda)$ and $\psi(\lambda)$, i.e., $\mathcal{X}_{j}(\lambda)=\left(\varphi_{j}^{*}(\lambda), \psi_{j}^{*}(\lambda)\right)^{*}$ for all $j \in[0, N+1]_{\mathbb{Z}}$. Assume first $\mathcal{E}_{k}(M)<0$. Then the matrices $\varphi_{k}(\lambda)$ and $\psi_{k}(\lambda)$ are invertible, since for a vector $d \in \mathbb{C}^{n}$ such that $\varphi_{k}(\lambda) d=0$ or $\psi_{k}(\lambda) d=0$ we have $d^{*} \mathcal{E}_{k}(M) d=i \delta(\lambda) d^{*}\left[\varphi_{k}^{*}(\lambda) \psi_{k}(\lambda)-\psi_{k}^{*}(\lambda) \varphi_{k}(\lambda)\right] d=0$, so that $\varepsilon_{k}(M)<0$ implies $d=0$. We put $\gamma:=\left(I,-\varphi_{k}(\lambda) \psi_{k}^{-1}(\lambda)\right)$ and then we have $\gamma X_{k}(\lambda)=0$ and $\varepsilon_{k}(M)=-i \delta(\lambda) \psi_{k}^{*}(\lambda) \gamma \mathcal{J} \gamma^{*} \psi_{k}(\lambda)$. Since $\varepsilon_{k}(M)<0$ and $\psi_{k}(\lambda)$ is invertible, it follows that $i \delta(\lambda) \gamma \mathcal{J} \gamma^{*}>0$. Finally, the matrix $\beta:=\left(\gamma \gamma^{*}\right)^{-1 / 2} \gamma$ satisfies $\beta X_{k}(\lambda)=0, \beta \mathcal{J} \beta^{*}>0$, and $\beta \beta^{*}=I$ as required in the theorem.

Conversely, assume that for a given matrix $M \in \mathbb{C}^{n \times n}$ there exists $\beta=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{C}^{n \times 2 n}$ such that $\beta \mathcal{X}_{k}(\lambda)=0$ and $i \delta(\lambda) \beta \mathcal{J} \beta^{*}>0$. Since $2 i \operatorname{im}\left(\beta_{1} \beta_{2}^{*}\right)=\beta \mathcal{J} \beta^{*}$, we can see that the condition $i \delta(\lambda) \beta \mathcal{J} \beta^{*}>0$ is equivalent to $\operatorname{im}\left(\beta_{1} \beta_{2}^{*}\right)>0$ for $\operatorname{im}(\lambda)<0$ and to $\operatorname{im}\left(\beta_{1} \beta_{2}^{*}\right)<0$ for $\operatorname{im}(\lambda)>0$. In both cases, the positive or negative definiteness of $\operatorname{im}\left(\beta_{1} \beta_{2}^{*}\right)$ implies the invertibility of $\beta_{1} \beta_{2}^{*}$, and consequently the invertibility of $\beta_{1}$ and $\beta_{2}$ alone. Hence, from $\beta X_{k}(\lambda)=0$ we obtain the equality $\varphi_{k}(\lambda)=-\beta_{1}^{-1} \beta_{2} \psi_{k}(\lambda)$, and then

$$
\begin{equation*}
\mathcal{E}_{k}(M)=i \delta(\lambda)\left[\varphi_{k}^{*}(\lambda) \psi_{k}(\lambda)-\psi_{k}^{*}(\lambda) \varphi_{k}(\lambda)\right]=-i \delta(\lambda) \psi_{k}^{*}(\lambda) \beta_{1}^{-1}\left(\beta \mathcal{J} \beta^{*}\right) \beta_{1}^{*-1} \psi_{k}(\lambda) \tag{2.34}
\end{equation*}
$$

If $\psi_{k}(\lambda) d=0$ for some $d \in \mathbb{C}^{n}$, then $\varphi_{k}(\lambda) d=-\beta_{1}^{-1} \beta_{2} \psi_{k}(\lambda) d=0$. Since rank $X_{k}(\lambda)=n$, it follows that $d=0$, i.e., $\psi_{k}(\lambda)$ is invertible. Therefore, identity (2.34) and the assumption $i \delta(\lambda) \beta \mathcal{J} \beta^{*}>0$ imply $\mathcal{E}_{k}(M)<0$. Finally, the identity $M=M_{k}(\lambda)$ follows with the same argument as in the final part of the proof of Theorem 2.3.2.

The following result shows that the matrix $\delta(\lambda) \operatorname{im}(M)$ is positive semidefinite when $M$ belongs to the Weyl disk $D_{k}(\lambda)$. Under an additional Atkinson-type assumption we also obtain that $\delta(\lambda) \mathrm{im}(M)$ is positive definite.
Hypothesis 2.3.4. For a given matrix $M \in \mathbb{C}^{n \times n}$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$, each column $z(\lambda)$ of the Weyl solution $\mathcal{X}(\lambda)$ satisfies (2.25).
Theorem 2.3.5. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and $k \in[0, N+1]_{\text {z }}$. For every matrix $M \in D_{k}(\lambda)$ we have

$$
\begin{equation*}
\delta(\lambda) \operatorname{im}(M) \geq|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} X_{j+1}^{*}(\lambda) \Psi_{j} X_{j+1}(\lambda) \geq 0 . \tag{2.35}
\end{equation*}
$$

Moreover, ifk $=N+1$ and Hypothesis 2.3.4 holds, then $\delta(\lambda) \operatorname{im}(M)>0$ and thus $M$ is invertible.
Proof. For a matrix $M \in D_{k}(\lambda)$, inequality (2.35) follows from (2.33) via $\varepsilon_{k}(M) \leq 0$. Moreover, under Hypothesis 2.3.4 we have $\delta(\lambda) \mathrm{im}(M)>0$, which yields that $M$ is invertible.

Since the number $N \in[0, \infty)_{\mathbb{Z}}$ was chosen arbitrarily, see Notation 2.1.2, in the remaining part of this section we focus on the Weyl disks when $k$ belongs to the unbounded interval $[0, \infty)_{\mathbb{z}}$. The first result shows that the Weyl disks are nested with increasing $k$.
Theorem 2.3.6. Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Then we have $D_{k}(\lambda) \subseteq D_{j}(\lambda)$ for every $k, j \in[0, \infty)_{\mathbb{Z}}$ such that $k \geq j$.

Proof. Let $M \in D_{k}(\lambda)$, i.e., $\varepsilon_{k}(M) \leq 0$. From identity (2.33) used at indices $k$ and $j$ and from the fact $\Psi_{\ell} \geq 0$ for all $\ell \in[j, k-1]_{\mathbb{Z}}$ we get $\mathcal{\varepsilon}_{j}(M) \leq \mathcal{E}_{k}(M) \leq 0$. Therefore, $M \in D_{j}(\lambda)$.

Our next goal is to identify the center and the matrix radii of the Weyl disks $D_{k}(\lambda)$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$, see Theorem 2.3.8. First we analyze the structure of the $\varepsilon_{k}(M)$ function. From the definition of $\varepsilon_{k}(M)$ in (2.32) and from (2.23) one easily derives

$$
\mathcal{E}_{k}(M)=\left(\begin{array}{ll}
I & M^{*}
\end{array}\right) \mathcal{K}_{k}(\lambda)\binom{I}{M}, \quad \mathcal{K}_{k}(\lambda):=i \delta(\lambda) \Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda)=\left(\begin{array}{cc}
\mathcal{F}_{k}(\lambda) & \mathcal{G}_{k}^{*}(\lambda)  \tag{2.36}\\
\mathcal{G}_{k}(\lambda) & \mathcal{H}_{k}(\lambda)
\end{array}\right),
$$

where $\mathcal{F}_{k}(\lambda), \mathcal{G}_{k}(\lambda), \mathcal{H}_{k}(\lambda)$ are the $n \times n$ matrices

$$
\mathcal{F}_{k}(\lambda):=i \delta(\lambda) Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(\lambda), \quad \mathcal{G}_{k}(\lambda):=i \delta(\lambda) \widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} Z_{k}(\lambda), \mathcal{H}_{k}(\lambda):=i \delta(\lambda) \widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} \widetilde{Z}_{k}(\lambda) .
$$

Since $\mathcal{K}_{k}(\lambda)$ is Hermitian, it follows that $\mathcal{F}_{k}(\lambda)$ and $\mathcal{H}_{k}(\lambda)$ are also Hermitian. The Lagrange identity (Theorem 2.1.7) with $v=\lambda$ then implies

$$
\mathcal{K}_{k}(\lambda)=i \delta(\lambda) \mathcal{J}+2|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} \Phi_{j+1}^{*}(\lambda) \Psi_{j} \Phi_{j+1}(\lambda),
$$

from which we get the formula

$$
\begin{equation*}
\mathcal{H}_{k}(\lambda)=2|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} \widetilde{Z}_{j+1}^{*}(\lambda) \Psi_{j} \widetilde{Z}_{j+1}(\lambda) . \tag{2.37}
\end{equation*}
$$

Therefore, the following Atkinson-type condition is used in order to guarantee the invertibility (in fact, the positive definiteness) of $\mathcal{H}_{k}(\lambda)$ for large $k$; cf. Hypothesis 5.3.2. Note also that if $\mathcal{H}_{m}(\lambda)$ is invertible for some $m \in[0, \infty)_{\mathbb{Z}}$, then it is invertible for all $k \in[m, \infty)_{\mathbb{Z}}$, because the sequence of matrices $\mathcal{H}_{k}(\lambda)$ is nondecreasing in $k$ as a consequence of the fourth condition in (2.1) and identity (2.37).
$\qquad$

Hypothesis 2.3.7 (Weak Atkinson condition - infinite). There exists $N_{0} \in[0, \infty)_{\mathbb{Z}}$ such that each column $z(\lambda)$ of $\widetilde{Z}(\lambda)$ satisfies inequality (2.25) with $N=N_{0}$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

Under Hypothesis 2.3.7, the matrices $\mathcal{H}_{k}(\lambda)$ are positive definite (and hence invertible) for all $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$. For these values of $k$ it is then possible to represent $\mathcal{E}_{k}(M)$ as

$$
\mathcal{E}_{k}(M)=\mathcal{F}_{k}(\lambda)-\mathcal{G}_{k}^{*}(\lambda) \mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)+\left[\mathcal{G}_{k}^{*}(\lambda) \mathcal{H}_{k}^{-1}(\lambda)+M^{*}\right] \mathcal{H}_{k}(\lambda)\left[\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)+M\right]
$$

see also [A4, Identity (4.11)]. By using the third identity in (2.16), it follows that the matrices $\mathcal{K}_{k}(\lambda)$ defined in (2.36) satisfy the symplectic-type relation

$$
\left(\begin{array}{ll}
\mathcal{F}_{k}(\lambda) \mathcal{G}_{k}(\bar{\lambda})-\mathcal{G}_{k}^{*}(\lambda) \mathcal{F}_{k}(\bar{\lambda}) & \mathcal{F}_{k}(\lambda) \mathcal{H}_{k}(\bar{\lambda})-\mathcal{G}_{k}^{*}(\lambda) \mathcal{G}_{k}^{*}(\bar{\lambda}) \\
\mathcal{G}_{k}(\lambda) \mathcal{G}_{k}(\bar{\lambda})-\mathcal{H}_{k}(\lambda) \mathcal{F}_{k}(\bar{\lambda}) & \mathcal{G}_{k}(\lambda) \mathcal{H}_{k}(\bar{\lambda})-\mathcal{H}_{k}(\lambda) \mathcal{G}_{k}^{*}(\bar{\lambda})
\end{array}\right)=\mathcal{K}_{k}^{*}(\lambda) \mathcal{J} \mathcal{K}_{k}(\bar{\lambda})=-\mathcal{J}
$$

This implies that

$$
\begin{equation*}
\mathcal{G}_{k}^{*}(\lambda) \mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)-\mathcal{F}_{k}(\lambda)=\mathcal{H}_{k}^{-1}(\bar{\lambda})>0 \quad \text { for all } k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \tag{2.38}
\end{equation*}
$$

In the following theorem we justify the terminology "disk" and "circle" for $D_{k}(\lambda)$ and $C_{k}(\lambda)$, respectively. In the scalar case $n=1$, the sets $D_{k}(\lambda)$ and $C_{k}(\lambda)$ indeed represent a disk and a circle in the complex plane similarly as in the original paper of H. Weyl, see [172]. For this purpose, we introduce the set $\mathbb{U}$ of unitary matrices in $\mathbb{C}^{n \times n}$ and the set $\mathbb{V}$ of contractive matrices in $\mathbb{C}^{n \times n}$, i.e.,

$$
\begin{equation*}
\mathbb{U}:=\left\{U \in \mathbb{C}^{n \times n} \mid U^{*} U=I\right\} \quad \text { and } \mathbb{V}:=\left\{V \in \mathbb{C}^{n \times n} \mid V^{*} V \leq I\right\} \tag{2.39}
\end{equation*}
$$

Theorem 2.3.8. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then for every $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$ the Weyl disk and Weyl circle admit the representations

$$
\begin{align*}
& D_{k}(\lambda)=\left\{P_{k}(\lambda)+R_{k}(\lambda) V R_{k}(\bar{\lambda}) \mid V \in \mathbb{V}\right\},  \tag{2.40}\\
& C_{k}(\lambda)=\left\{P_{k}(\lambda)+R_{k}(\lambda) U R_{k}(\bar{\lambda}) \mid U \in \mathbb{U}\right\}, \tag{2.41}
\end{align*}
$$

where the matrices $P_{k}(\lambda)$ and $R_{k}(\lambda), R_{k}(\bar{\lambda})$ are defined by

$$
\begin{equation*}
P_{k}(\lambda):=-\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda) \quad \text { and } \quad R_{k}(\lambda):=\mathcal{H}_{k}^{-1 / 2}(\lambda), \quad R_{k}(\bar{\lambda}):=\mathcal{H}_{k}^{-1 / 2}(\bar{\lambda}) \tag{2.42}
\end{equation*}
$$

Consequently, the sets $D_{k}(\lambda)$ are closed and convex for every $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$.
Proof. Let $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$ be fixed. Identity (2.37) and Hypothesis 2.3.7 imply that the matrices $\mathcal{H}:=\mathcal{H}_{k}(\lambda)$ and $\widetilde{\mathcal{H}}:=\mathcal{H}_{k}(\bar{\lambda})$ are positive definite, so that $P:=P_{k}(\lambda), R:=R_{k}(\lambda)$, and $\widetilde{R}:=R_{k}(\bar{\lambda})$ are well defined. For any matrix $M \in D_{k}(\lambda)$ we then have

$$
\begin{align*}
0 \geq \mathcal{E}_{k}(M) & =\mathcal{F}-\mathcal{G}^{*} \mathcal{H}^{-1} \mathcal{G}+\left(\mathcal{G}^{*} \mathcal{H}^{-1}+M^{*}\right) \mathcal{H}\left(\mathcal{H}^{-1} \mathcal{G}+M\right) \\
& =-\widetilde{\mathcal{H}}^{-1}+\left(\mathcal{G}^{*} \mathcal{H}^{*-1}+M^{*}\right) \mathcal{H}\left(\mathcal{H}^{-1} \mathcal{G}+M\right)=-\widetilde{R}^{2}+\left(M^{*}-P^{*}\right) R^{-2}(M-P), \tag{2.43}
\end{align*}
$$

where the equality from (2.38) was used. Identity (2.43) can be also written as

$$
\begin{equation*}
\widetilde{R}^{-1}\left(M^{*}-P^{*}\right) R^{-2}(M-P) \widetilde{R}^{-1} \leq I, \quad \text { i.e., } \quad V^{*} V \leq I \quad \text { with } V:=R^{-1}(M-P) \widetilde{R}^{-1} \tag{2.44}
\end{equation*}
$$

Therefore, the above defined matrix $V$ belongs to the set $\mathbb{V}$ and $M=P+R V \widetilde{R}$. This calculation can be reversed, i.e., every matrix $V \in \mathbb{V}$ gives a unique matrix $M:=P+R V \widetilde{R}$, which then belongs to $D_{k}(\lambda)$. This leads to a bijection (even a homeomorphism) between
the matrices $M \in D_{k}(\lambda)$ and the matrices $V \in \mathbb{V}$. Therefore, the Weyl disk $D_{k}(\lambda)$ has the representation $D_{k}(\lambda)=P+R \vee \widetilde{R}$, as it is stated in (2.40). In a similar way, the elements of the Weyl circle $C_{k}(\lambda)$ are in one-to-one correspondence with the matrices $V$ given in (2.44), which in this case satisfy the relation $V^{*} V=I$. This means that the Weyl circle $C_{k}(\lambda)$ admits the representation $C_{k}(\lambda)=P+R \cup \widetilde{R}$ given in (2.41). Finally, the Weyl disk $D_{k}(\lambda)$ is closed and convex, because the set $\mathbb{V}$ has the same properties.

The matrix $P_{k}(\lambda)$ in Theorem 2.3.8 is called the center of the Weyl disk or the Weyl circle, and the matrices $R_{k}(\lambda)$ and $R_{k}(\bar{\lambda})$ are called the matrix radii of the Weyl disk or the Weyl circle. Given (2.37), these matrices are well defined whenever Hypothesis 2.3.7 is satisfied. Moreover, the matrices $\mathcal{H}_{k}(\lambda)$ are nondecreasing for $k \rightarrow \infty$, so that the matrix radii $R_{k}(\lambda)$ and $R_{k}(\bar{\lambda})$ are nonincreasing as $k \rightarrow \infty$. And since $R_{k}(\lambda)$ and $R_{k}(\bar{\lambda})$ are Hermitian and positive definite for $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$, their limits

$$
\begin{equation*}
R_{+}(\lambda):=\lim _{k \rightarrow \infty} R_{k}(\lambda), \quad R_{+}(\bar{\lambda}):=\lim _{k \rightarrow \infty} R_{k}(\bar{\lambda}) \tag{2.45}
\end{equation*}
$$

exist and satisfy $R_{+}(\lambda) \geq 0$ and $R_{+}(\bar{\lambda}) \geq 0$. Now we show that the limit of the center $P_{k}(\lambda)$ also exists. The proof of this fact relies on properties of the spectral matrix norm $\|\cdot\|_{\sigma}$ recalled in Section 1.1.
Theorem 2.3.9. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then the center $P_{k}(\lambda)$ of the Weyl disk $D_{k}(\lambda)$ converges for $k \rightarrow \infty$ to a limiting matrix $P_{+}(\lambda) \in \mathbb{C}^{n \times n}$, i.e.,

$$
\begin{equation*}
P_{+}(\lambda):=\lim _{k \rightarrow \infty} P_{k}(\lambda) . \tag{2.46}
\end{equation*}
$$

Proof. The proof utilizes three main tools: the representation of the Weyl disks in Theorem 2.3.8, the convergence of the matrix radii $R_{k}(\lambda)$ and $R_{k}(\bar{\lambda})$ to $R_{+}(\lambda)$ and $R_{+}(\bar{\lambda})$, and the Cauchy criterion for sequences. Let $k \geq j \in\left[N_{0}+1, \infty\right)_{z}$. Then $D_{k}(\lambda) \subseteq D_{j}(\lambda)$ by Theorem 2.3.6. Hence for a matrix $M \in D_{k}(\lambda)$ there exist by Theorem 2.3.8 (unique) matrices $V_{k}, V_{j} \in \mathbb{V}$ such that

$$
\begin{equation*}
M=P_{k}(\lambda)+R_{k}(\lambda) V_{k} R_{k}(\bar{\lambda}) \quad \text { and } \quad M=P_{j}(\lambda)+R_{j}(\lambda) V_{j} R_{j}(\bar{\lambda}) . \tag{2.47}
\end{equation*}
$$

By comparing both equalities in (2.47) we can express the matrix $V_{j}$ in terms of $V_{k}$ as

$$
\begin{equation*}
V_{j}=R_{j}^{-1}(\lambda)\left[P_{k}(\lambda)-P_{j}(\lambda)+R_{k}(\lambda) V_{k} R_{k}(\bar{\lambda})\right] R_{j}^{-1}(\bar{\lambda}) . \tag{2.48}
\end{equation*}
$$

The right-hand side of equation (2.48) defines a continuous mapping $T: \mathbb{V} \rightarrow \mathbb{V}$, which assigns to each matrix $V=V_{k}$ the matrix $T(V)=V_{j}$. Since the set $\mathbb{V}$ is convex and compact, the Brouwer fixed point theorem implies that the mapping $T$ has a fixed point, i.e., there exists a matrix $V \in \mathbb{V}$ such that $T(V)=V$. Going back to equation (2.48), we get from $T(V)=V$ the expression

$$
P_{k}(\lambda)-P_{j}(\lambda)=\left[R_{j}(\lambda)-R_{k}(\lambda)\right] V R_{j}(\bar{\lambda})+R_{k}(\lambda) V\left[R_{j}(\bar{\lambda})-R_{k}(\bar{\lambda})\right] .
$$

The matrices $V \in \mathbb{V}$ satisfy $\|V\|_{\sigma} \leq 1$, so that from the above equality we obtain

$$
\begin{equation*}
\left\|P_{k}(\lambda)-P_{j}(\lambda)\right\|_{\sigma} \leq\left\|R_{j}(\lambda)-R_{k}(\lambda)\right\|_{\sigma} \times\left\|R_{j}(\bar{\lambda})\right\|_{\sigma}+\left\|R_{k}(\lambda)\right\|_{\sigma} \times\left\|R_{j}(\bar{\lambda})-R_{k}(\bar{\lambda})\right\|_{\sigma} . \tag{2.49}
\end{equation*}
$$

Since the sequences of the matrix radii $R(\lambda), R(\bar{\lambda}) \in \mathbb{C}\left(\left[N_{0}+1, \infty\right)_{\mathbb{Z}}\right)^{n \times n}$ converge, they are bounded in the spectral norm, i.e., there exists $K>0$ such that $\left\|R_{\ell}(\lambda)\right\|_{\sigma} \leq K$ and $\left\|R_{\ell}(\bar{\lambda})\right\|_{\sigma} \leq K$ for all $\ell \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$. Choose now an arbitrary $\varepsilon>0$. The convergence
of $R_{\ell}(\lambda)$ and $R_{\ell}(\bar{\lambda})$ for $\ell \rightarrow \infty$ yields the existence of an index $m \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$ such that $\left\|R_{j}(v)-R_{k}(v)\right\|_{\sigma}<\varepsilon /(2 K)$ for $v \in\{\lambda, \bar{\lambda}\}$ and for every $k \geq j \geq m$. From inequality (2.49) we then get $\left\|P_{k}(\lambda)-P_{j}(\lambda)\right\|_{\sigma}<\varepsilon$ for all $k \geq j \geq m$. This shows that the sequence $P(\lambda) \in \mathbb{C}\left(\left[N_{0}+1, \infty\right)_{\mathbb{Z}}\right)^{n \times n}$ is a Cauchy sequence. Hence the completeness of $\mathbb{C}^{n \times n}$ in the spectral norm implies the result.

From Theorems 2.3.6 and 2.3.8 it follows that the Weyl disks $D_{k}(\lambda)$ are closed, convex, and nested with increasing $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$, where the number $N_{0}$ is from Hypothesis 2.3.7. Therefore, the limit of $D_{k}(\lambda)$ as $k \rightarrow \infty$ exists and it is closed, convex, and nonempty.
Definition 2.3.10. Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Under Hypothesis 2.3.7, we define the limiting Weyl disk as the set

$$
D_{+}(\lambda):=\lim _{k \rightarrow \infty} D_{k}(\lambda)=\bigcap_{k \in\left[N_{0}+1, \infty\right)_{z}} D_{k}(\lambda)
$$

The matrix $P_{+}(\lambda)$ defined in (2.46) and the matrices $R_{+}(\lambda)$ and $R_{+}(\bar{\lambda})$ from (2.45) are called the center and the matrix radii of the limiting Weyl disk $D_{+}(\lambda)$.

Based on Theorem 2.3.8, the limiting Weyl disk $D_{+}(\lambda)$ has the following representation. Corollary 2.3.11. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then

$$
D_{+}(\lambda)=\left\{P_{+}(\lambda)+R_{+}(\lambda) V R_{+}(\bar{\lambda}) \mid V \in \mathbb{V}\right\} .
$$

The next corollary shows that the Weyl solutions $X(\lambda)$ corresponding to matrices $M \in D_{+}(\lambda)$ have finite "norms" with respect to the weight matrices $\Psi_{k}$. And conversely, the matrices $M$ for which the corresponding Weyl solution $\mathcal{X}(\lambda)$ satisfies the estimate below belongs necessarily to the limiting Weyl disk $D_{+}(\lambda)$. This result illustrates the significance of the limiting Weyl disk, because it yields a lower bound for the number of linearly independent square summable solutions in Section 2.4.
Corollary 2.3.12. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, M \in \mathbb{C}^{n \times n}$, and suppose that Hypothesis 2.3 .7 holds. Then the matrix $M$ belongs to the limiting Weyl disk $D_{+}(\lambda)$ if and only if

$$
\sum_{k=0}^{\infty} X_{k+1}^{*}(\lambda) \Psi_{k} X_{k+1}(\lambda) \leq \frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)}
$$

Proof. It follows directly from Theorem 2.3.5, when it is applied at each $k \in\left[N_{0}+1, \infty\right)_{z}$.
Under an additional assumption on the Weyl solution $\mathcal{X}(\lambda)$, compare with Hypothesis 2.3.4, we get from Theorem 2.3.5 also an information about the positive definiteness of the matrix $\delta(\lambda) \mathrm{im}(M)$.
Hypothesis 2.3.13. There exists $N_{1} \in[0, \infty)_{\mathbb{Z}}$ such that for a given matrix $M \in \mathbb{C}^{n \times n}$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$, each column $z(\lambda)$ of the Weyl solution $X(\lambda)$ satisfies (2.25) with $N=N_{1}$.
Corollary 2.3.14. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, M \in D_{+}(\lambda)$, and suppose that Hypotheses 2.3.7 and 2.3.13 hold. Then $\delta(\lambda) \operatorname{im}(M)>0$ and hence $M$ is invertible.

Proof. The result follows from Corollary 2.3.12 and the second part of Theorem 2.3.5, when it is applied at each $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \cap\left[N_{1}+1, \infty\right)_{\mathbb{Z}}$.

The last result of this section describes the matrices $M$ which lie in the "interior" of $D_{+}(\lambda)$. This statement requires a strengthened version of Hypothesis 2.3.13. This stronger assumption guarantees that the Weyl disks are strictly nested, i.e.,

$$
D_{+}(\lambda) \varsubsetneqq D_{m}(\lambda) \varsubsetneqq D_{k}(\lambda) \quad \text { for all } m>k \text { large enough. }
$$

Hypothesis 2.3.15. There exists $N_{2} \in[0, \infty)_{\mathbb{Z}}$ such that for all $m>k \in\left[N_{2}, \infty\right)_{\mathbb{Z}}$ and for a given matrix $M \in \mathbb{C}^{n \times n}$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$, each column $z(\lambda)$ of the Weyl solution $\mathcal{X}(\lambda)$ satisfies the inequality

$$
\sum_{j=k}^{m-1} z_{j+1}^{*}(\lambda) \Psi_{j} z_{j+1}(\lambda)>0
$$

Theorem 2.3.16. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, M \in \mathbb{C}^{n \times n}$, and suppose that Hypotheses 2.3.7 and 2.3.15 hold. Then $M \in D_{+}(\lambda)$ if and only if $\mathcal{E}_{k}(M)<0$ for all $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \cap\left[N_{2}+1, \infty\right)_{\mathbb{Z}}$.

Proof. Let us start with the condition $M \in D_{+}(\lambda)$, which is equivalent to $M \in D_{k}(\lambda)$ for all $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \cap\left[N_{2}+1, \infty\right)_{\mathbb{Z}}$. With such an index $k$ and with $m>k$ we get from the representation of $\mathcal{E}_{k}(M)$ and $\mathcal{E}_{m}(M)$ in (2.33) that

$$
\mathcal{E}_{k}(M)=\mathcal{E}_{m}(M)-2|\operatorname{im}(\lambda)| \sum_{j=k}^{m-1} \mathcal{X}_{j+1}^{*}(\lambda) \Psi_{j} \mathcal{X}_{j+1}(\lambda)
$$

The second term on the right-hand side of the latter equality is positive due to Hypothesis 2.3.15, while the first term satisfies $\mathcal{E}_{m}(M) \leq 0$. Thus, $M \in D_{+}(\lambda)$ is truly equivalent to $\mathcal{E}_{k}(M)<0$ for all $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \cap\left[N_{2}+1, \infty\right)_{\mathbb{Z}}$.

## Remark 2.3.17.

(i) As in [A4, Formula (4.57)], we can define a $M_{+}(\lambda)$-function corresponding to the matrices from the limiting Weyl disk $D_{+}(\lambda)$. In particular, for $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$ and under Hypothesis 2.3 .7 we define $M_{+}(\lambda) \in D_{+}(\lambda)$ as the limit of a subsequence of the matrices $M_{k}\left(\lambda, \alpha, \beta_{k}\right) \in D_{k}(\lambda)$, i.e.,

$$
\begin{equation*}
M_{+}(\lambda):=\lim _{j \rightarrow \infty} M_{k_{j}}\left(\lambda, \alpha, \beta_{k_{j}}\right) \tag{2.50}
\end{equation*}
$$

where $i \delta(\lambda) \beta_{k_{j}} \mathcal{J} \beta_{k_{j}}^{*} \geq 0$ and $\beta_{k_{j}} \beta_{k_{j}}^{*}=I$, see also Remark 2.4.4 below. The function $M_{+}(\lambda)$ defined in (2.50) is called a half-line Weyl-Titchmarsh $M(\lambda)$-function and it satisfies

$$
M_{+}^{*}(\lambda)=M_{+}(\bar{\lambda}) \quad \text { for all } \lambda \in \mathbb{C} \backslash \mathbb{R}
$$

Moreover, it is analytic on $\mathbb{C}_{+}$and $\mathbb{C}_{-}$(and consequently it is a Herglotz function) as a limit of uniformly bounded analytic functions $M_{k}(\lambda)$ with $\lambda$ restricted to compact subsets of the upper and/or lower half-planes of $\mathbb{C}$, see [142, Lemma 2.14].
(ii) In [26, Definition 3.4], the matrices on the limiting Weyl circle were defined as the elements $M \in D_{+}(\lambda)$ for which there exists a sequence $\left\{k_{j}\right\}_{j=1}^{\infty}$ such that $k_{j} \rightarrow \infty$ as $j \rightarrow \infty$ and $\lim _{j \rightarrow \infty} \mathcal{E}_{k_{j}}(M)=0$. By using Corollary 2.3.12 and Theorem 2.3.2, this condition is equivalent to

$$
\begin{equation*}
\sum_{k=0}^{\infty} x_{k+1}^{*}(\lambda) \Psi_{k} x_{k+1}(\lambda)=\frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)} \tag{2.51}
\end{equation*}
$$

Moreover, with the aid of the Lagrange identity (Theorem 2.1.7) we obtain for every $k \in[0, \infty)_{\mathbb{Z}}$ that

$$
\begin{equation*}
\mathcal{X}_{k+1}^{*}(\lambda) \mathcal{J} X_{k+1}(\lambda)=2 i \operatorname{im}(\lambda)\left[\frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)}-\sum_{j=0}^{k} X_{j+1}^{*}(\lambda) \Psi_{j} X_{j+1}(\lambda)\right] \tag{2.52}
\end{equation*}
$$

Hence one easily concludes that the sum on the right-hand side of (2.52) converges for $k \rightarrow \infty$ and (2.51) is satisfied if and only if $\lim _{k \rightarrow \infty} \mathcal{X}_{k+1}^{*}(\lambda) \mathcal{J} X_{k+1}(\lambda)=0$. The latter statement is a generalization of [26, Theorems 3.8(ii) and 3.9] and [142, Theorem 6.3] to systems $\left(\mathcal{S}_{\lambda}\right)$ with a general linear dependence on $\lambda$.

### 2.4 Square summable solutions

In this section we extend the classification of system $\left(\mathcal{S}_{\lambda}\right)$ being in the limit point and limit circle case from [A4, Section 4] to a general linear dependence on $\lambda$. In the literature there are different (but equivalent) approaches to this issue and we essentially follow [36] and [A4]. Hence we consider the linear space of weighted square summable sequences (with the weight $\Psi$ ) with entries in $\mathbb{C}^{2 n}$, i.e.,

$$
\begin{equation*}
\ell_{\Psi}^{2}=\ell_{\Psi}^{2}[0, \infty)_{\mathbb{Z}}:=\left\{z \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n} \mid\|z\|_{\Psi}<\infty\right\}, \tag{2.53}
\end{equation*}
$$

where

$$
\begin{equation*}
\|z\|_{\Psi}:=\sqrt{\langle z, z\rangle_{\Psi}} \quad \text { and } \quad\langle z, \tilde{z}\rangle_{\Psi}:=\sum_{k=0}^{\infty} z_{k+1}^{*} \Psi_{k} \tilde{z}_{k+1} \tag{2.54}
\end{equation*}
$$

However we point out that $\ell_{\Psi}^{2}$ is never a Hilbert space, because $\|\cdot\|_{\Psi}$ is only a semi-norm and $\langle\cdot, \cdot\rangle_{\Psi}$ is only a semi-inner product as a consequence of the fourth condition in (2.1), compare with (6.60). We also denote by $\mathcal{N}(\lambda)$ the linear space of all square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, i.e.,

$$
\mathcal{N}(\lambda):=\left\{z \in \ell_{\Psi}^{2} \mid z \text { solves system }\left(\mathcal{S}_{\lambda}\right)\right\} .
$$

Just for the sake of curiosity, we note that the space of all non-square summable solutions does not form a linear space. In the next result we show the $\ell_{\Psi}^{2}$-properties of the Weyl solution $\mathcal{X}(\lambda)$ with respect to the choice of $M$.
Theorem 2.4.1. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and $M \in \mathbb{C}^{n \times n}$. Then the columns of $\mathcal{X}(\lambda)$ form a system of linearly independent solutions of system $\left(\mathcal{S}_{\lambda}\right)$. If in addition Hypothesis 2.3.7 holds and $M \in D_{+}(\lambda)$, then the columns of the Weyl solution $\mathcal{X}(\lambda)=X(\lambda, \alpha, M)$ are square summable, i.e., they belong to $\mathcal{N}(\lambda)$ and so $\operatorname{dim} \mathcal{N}(\lambda) \geq n$.

Proof. Let $j \in\{1, \ldots, n\}$ and denote by $z^{[j]}:=\mathcal{X}(\lambda) e_{j}$ the columns of the Weyl solution $\mathcal{X}(\lambda)$, where $e_{j}$ stands for the $j$-th unit vector of the standard basis in $\mathbb{C}^{n}$. If $c_{1} z_{k}^{[1]}+\cdots+c_{n} z_{k}^{[n]}=0$ for some $k \in[0, \infty)_{\mathbb{Z}}$ and $c_{1}, \ldots, c_{n} \in \mathbb{C}$, then $X_{k}(\lambda) c=0$ with $c:=\left(c_{1}, \ldots, c_{n}\right)^{\top}$. Since $\Phi_{k}(\lambda)$ is invertible on $[0, \infty)_{\mathbb{Z}}$, it follows from (2.23) that $\left(I, M^{*}\right)^{*} c=0$, i.e., $c=0$ and the solutions $z^{[1]}, \ldots, z^{[n]}$ are linearly independent. Under Hypothesis 2.3.7 the limiting Weyl disk $D_{+}(\lambda)$ exists and then for $M \in D_{+}(\lambda)$ we have by Corollary 2.3.12 that

$$
\left\|z^{[j]}\right\|_{\Psi}^{2}=\sum_{k=0}^{\infty} z_{k+1}^{[j]^{*}} \Psi_{k} z_{k+1}^{[j]} \leq e_{j}^{*} \frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)} e_{j}<\infty \quad \text { for all } j \in\{1, \ldots, n\} .
$$

Therefore, in this case $z^{[j]} \in \mathcal{N}(\lambda)$ for all $j \in\{1, \ldots, n\}$.
As a consequence of Theorem 2.4.1 we get under Hypothesis 2.3.7 the estimate

$$
\begin{equation*}
n \leq \operatorname{dim} \mathcal{N}(\lambda) \leq 2 n \quad \text { for each } \lambda \in \mathbb{C} \backslash \mathbb{R} \tag{2.55}
\end{equation*}
$$

This fact motivates the following notions, which correspond to the Weyl dichotomy in the scalar case (i.e., for $n=1$ we have either $\operatorname{dim} \mathcal{N}(\lambda)=1$ or $\operatorname{dim} \mathcal{N}(\lambda)=2$ ).

Definition 2.4.2. Let $\lambda \in \mathbb{C}$. System $\left(\mathcal{S}_{\lambda}\right)$ is said to be in the limit point case if $\operatorname{dim} \mathcal{N}(\lambda)=n$ and to be in the limit circle case if $\operatorname{dim} \mathcal{N}(\lambda)=2 n$.

Any other case, i.e., $n+1 \leq \operatorname{dim} \mathcal{N}(\lambda) \leq 2 n-1$, is simply called intermediate. The special cases introduced in Definition 2.4.2 are singled out because of their sui generis characteristics. In particular, in the limit point case there exists a unique $M \in \mathbb{C}^{n \times n}$ such that the corresponding Weyl solution $\mathcal{X}(\lambda)$ is square summable, while in the limit circle case the Weyl solution $\mathcal{X}(\lambda)$ is square summable for any $M \in \mathbb{C}^{n \times n}$ and this behavior is invariant with respect to $\lambda$, see Theorem 2.4.17.

In the following theorem we show that the Weyl disks $D_{k}(\lambda)$ collapse to a singleton as $k \rightarrow \infty$ if system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case. In particular, the center $P_{+}(\lambda)$ given by (2.46) is the only matrix belonging to $D_{+}(\lambda)$. This justifies the above terminology of being in the limit point case for system $\left(\mathcal{S}_{\lambda}\right)$ with $\operatorname{dim} \mathcal{N}(\lambda)=n$. For this particular situation we show in the proof below that the columns of $\widetilde{Z}(\lambda)$ do not belong to $\mathcal{N}(\lambda)$. This result is a generalization of [A4, Lemma 4.11].
Theorem 2.4.3. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3 .7 holds. System $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case if and only if the limiting matrix radius $R_{+}(\lambda)=0$. In this case the limiting Weyl disk satisfies $D_{+}(\lambda)=\left\{P_{+}(\lambda)\right\}$ and $D_{+}(\bar{\lambda})=\left\{P_{+}(\bar{\lambda})\right\}$.

Proof. Assume that system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case, i.e., $\operatorname{dim} \mathcal{N}(\lambda)=n$. Since the columns of the fundamental matrix $\Phi(\lambda)$ introduced in (2.22) span all solutions of system $\left(\mathcal{S}_{\lambda}\right)$, the definition of $\mathcal{X}(\lambda)$ as $Z(\lambda)+\widetilde{Z}(\lambda) M$ with $M \in D_{+}(\lambda)$ implies that the columns of $\bar{Z}(\lambda)$ and $X(\lambda)$ also form a basis of all solutions of system $\left(\mathcal{S}_{\lambda}\right)$. Hence, from $\operatorname{dim} \mathcal{N}(\lambda)=n$ and Theorem 2.4.1 we conclude that the columns of $\widetilde{Z}(\lambda)$ do not belong to $\mathcal{N}(\lambda)$. It then follows from formula (2.37) that the matrix $\mathcal{H}_{k}(\lambda)$ is nondecreasing for $k \in[0, \infty)_{\mathbb{Z}}$ without any upper bound, i.e., its eigenvalues (being real) tend to $\infty$. Therefore, the function $R_{k}(\lambda)$ has its limit at $\infty$ equal to zero, i.e., $R_{+}(\lambda)=0$. This argument can be reversed, i.e., if $R_{+}(\lambda)=0$, then the eigenvalues of $\mathcal{H}_{k}(\lambda)$ tend to $\infty$ and formula (2.37) yields that the columns of $\widetilde{Z}(\lambda)$ do not belong to $\ell_{\Psi}^{2}$. Since the columns of $Z(\lambda)$ and $\widetilde{Z}(\lambda)$ form a basis of all solutions of $\left(\mathcal{S}_{\lambda}\right)$, it then follows that $\operatorname{dim} \mathcal{N}(\lambda) \leq n$. But since at the same time $\operatorname{dim} \mathcal{N}(\lambda) \geq n$ by Theorem 2.4.1, we obtain $\operatorname{dim} \mathcal{N}(\lambda)=n$ and system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case. Finally, if $R_{+}(\lambda)=0$ (or, equivalently, system $\left(S_{\lambda}\right)$ is in the limit point case), then the equality $D_{+}(\lambda)=\left\{P_{+}(\lambda)\right\}$ follows from Corollary 2.3.11. At the same time we get from Corollary 2.3.11 that $D_{+}(\bar{\lambda})=\left\{P_{+}(\bar{\lambda})\right\}$.

## Remark 2.4.4.

(i) In the continuous time setting, i.e., for linear Hamiltonian differential systems or Sturm-Liouville differential equations, it can happen that the limiting Weyl disk $D_{+}(\lambda)$ is a singleton consisting, of course, of the limiting center $P_{+}(\lambda)$, but the corresponding limiting matrix radius $R_{+}(\lambda)$ is not the zero matrix, i.e, it satisfies $\operatorname{rank} R_{+}(\lambda) \geq 1$. Such an example is constructed in [120] for the fourth order SturmLiouville differential equation. Although the same behavior can be expected also in the discrete case, a specific example is still missing, see also Remark 2.4.21.
(ii) In addition, Theorem 2.4.3 gives a simpler characterization of the half-line WeylTitchmarsh $M(\lambda)$-function $M_{+}(\lambda)$ from (2.50). In particular, in the limit point case the limit in (2.50) can be taken over all $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$ without going to subsequences and also with $\beta_{k} \equiv \beta \in \Gamma$. That is, we have in this case

$$
M_{+}(\lambda)=\lim _{k \rightarrow \infty} M_{k}(\lambda, \alpha, \beta)
$$

In the next part of this section we extend the result in Theorem 2.4.3 in a way which includes the precise effect of the matrix radii $R_{+}(\lambda)$ and $R_{+}(\bar{\lambda})$ on the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$. Specifically, we study the relationship between the number

$$
\begin{equation*}
r(\lambda):=\operatorname{rank} R_{+}(\lambda), \quad \lambda \in \mathbb{C} \backslash \mathbb{R} \tag{2.56}
\end{equation*}
$$

and the dimension of $\mathcal{N}(\lambda)$. The statements in Theorem 2.4.5-Corollary 2.4.9 extend the results in [142, Section 4] from special linear Hamiltonian difference systems to discrete symplectic systems. In addition, these results were established as new even for system ( $S_{\lambda}$ ) with the special linear dependence on $\lambda$ in (2.7). At the same time, they can be regarded as discrete time analogues of the corresponding results for linear Hamiltonian differential systems in [108, Section 5] and [141].

From the definition of $R_{+}(\lambda)$ in (2.45) and from (2.42) one can see that the value of $r(\lambda)$ depends also on $\alpha \in \Gamma$, i.e., we should write $r(\lambda, \alpha)$ instead of $r(\lambda)$ in (2.56). But, obviously, the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$ does not depend on the choice $\alpha \in \Gamma$ and we will see in Theorem 2.4.8 below that also $r(\lambda, \alpha)$ is independent of $\alpha$, so that the notation in (2.56) is justified.
Theorem 2.4.5. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then system $\left(\mathcal{S}_{\lambda}\right)$ has at least $m:=n+\min \{r(\lambda), r(\bar{\lambda})\}$ linearly independent square summable solutions, i.e., we have $\operatorname{dim} \mathcal{N}(\lambda) \geq m$.

Proof. Consider the Weyl solution $\bar{X}(\lambda)$ defined through the matrix $M=P_{+}(\lambda)$, i.e.,

$$
\widetilde{X}_{k}(\lambda):=\Phi_{k}(\lambda)\binom{I}{P_{+}(\lambda)}=\left(\tilde{z}_{k}^{[1]}, \ldots, \tilde{z}_{k}^{[n]}\right) \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}}
$$

where $\tilde{z}^{[j]} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ for $j \in\{1, \ldots, n\}$. Then, by Theorem 2.4 .1 , the sequences $\tilde{z}^{[1]}, \ldots, \tilde{z}^{[n]}$ represent $n$ linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$. We also consider the Weyl solution $\bar{X}(\lambda)$ defined by the matrix $M=P_{+}(\lambda)+R_{+}(\lambda) U R_{+}(\bar{\lambda})$, i.e.,

$$
\bar{X}_{k}(\lambda):=\Phi_{k}(\lambda)\binom{I}{M}=\left(\hat{z}_{k}^{[1]}, \ldots, \hat{z}_{k}^{[n]}\right) \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}}
$$

where $U \in \mathbb{U}$ is such that $\operatorname{rank} R_{+}(\lambda) U R_{+}(\bar{\lambda})=\min \{r(\lambda), r(\bar{\lambda})\}$, see Proposition 1.1.2. It follows from Theorem 2.4 .1 that $\hat{z}^{[1]}, \ldots, \hat{z}^{[n]}$ are also square summable solutions of $\left(\mathcal{S}_{\lambda}\right)$, because by Corollary 2.3.11 the above matrix $M$ belongs to the limiting disk $D_{+}(\lambda)$. If we put $z^{[j]}:=\tilde{z}^{[j]}$ and $z^{[n+j]}:=\hat{z}^{[j]}$ for $j \in\{1, \ldots, n\}$, then

$$
\left(z_{k}^{[1]}, \ldots, z_{k}^{[2 n]}\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I & I \\
P_{+}(\lambda) & M
\end{array}\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I & 0 \\
P_{+}(\lambda) & R_{+}(\lambda) U R_{+}(\bar{\lambda})
\end{array}\right)\left(\begin{array}{ll}
I & I \\
0 & I
\end{array}\right)
$$

for all $k \in[0, \infty)_{\mathbb{Z}}$. Since the rank of the middle matrix on the right-hand side above is equal to $m$ and the other two matrices are invertible, we obtain that $\operatorname{rank}\left(z_{k}^{[1]}, \ldots, z_{k}^{[2 n]}\right)=m$ as well, from which the statement follows.

Before we present a precise relationship between $r(\lambda)$ and $\operatorname{dim} \mathcal{N}(\lambda)$ in Theorem 2.4.8 below, we proceed with some preliminary results. In the following theorem we establish a connection between the value of $r(\lambda)$ and the asymptotic behavior of the eigenvalues of the matrix $\mathcal{H}_{k}(\lambda)$ as $k \rightarrow \infty$. For a given $\lambda \in \mathbb{C} \backslash \mathbb{R}$ we denote by $\mu_{k}^{[1]} \leq \cdots \leq \mu_{k}^{[n]}$ the eigenvalues of the positive semidefinite matrix $\mathcal{H}_{k}(\lambda)$ arranged in the nondecreasing order (suppressing the argument $\lambda$ ).

Theorem 2.4.6. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then for $\ell \in\{1, \ldots, n\}$ we have $r(\lambda)=\ell$ if and only if

$$
0<\lim _{k \rightarrow \infty} \mu_{k}^{[j]}=: \rho^{[j]}<\infty, \quad 1 \leq j \leq \ell, \quad \text { and } \quad \lim _{k \rightarrow \infty} \mu_{k}^{[j]}=\infty, \quad \ell+1 \leq j \leq n
$$

Moreover, the numbers $\left(\rho^{[1]}\right)^{-1 / 2}, \ldots,\left(\rho^{[l]}\right)^{-1 / 2}$ are the positive eigenvalues of $R_{+}(\lambda)$.
Proof. Let $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$, where $N_{0}$ is from Hypothesis 2.3.7. Since $\mathcal{H}_{k}(\lambda)$ is Hermitian, there exists a unitary matrix $U_{k}$ such that

$$
\begin{equation*}
U_{k}^{*} \mathcal{H}_{k}(\lambda) U_{k}=\operatorname{diag}\left\{\mu_{k}^{[1]}, \ldots, \mu_{k}^{[n]}\right\} . \tag{2.57}
\end{equation*}
$$

From the definition of $R_{k}(\lambda)$ in (2.42) we have

$$
\begin{equation*}
U_{k}^{*} R_{k}(\lambda) U_{k}=\operatorname{diag}\left\{\left(\mu_{k}^{[1]}\right)^{-1 / 2}, \ldots,\left(\mu_{k}^{[n]}\right)^{-1 / 2}\right\} \tag{2.58}
\end{equation*}
$$

so that $\left(\mu_{k}^{[1]}\right)^{-1 / 2}, \ldots,\left(\mu_{k}^{[n]}\right)^{-1 / 2}$ are all the eigenvalues of $R_{k}(\lambda)$. Since the set $\mathbb{U}$ of unitary matrices is compact, there exists a subsequence $\left\{U_{k_{j}}\right\}_{j=1}^{\infty}$ which converges as $j \rightarrow \infty$ to a unitary matrix $U_{+}$, see also Proposition 1.1.1. Hence, from (2.58) and (2.45) we get

$$
U_{+}^{*} R_{+}(\lambda) U_{+}=\operatorname{diag}\left\{\lim _{j \rightarrow \infty}\left(\mu_{k_{j}}^{[1]}\right)^{-1 / 2}, \ldots, \lim _{j \rightarrow \infty}\left(\mu_{k_{j}}^{[n]}\right)^{-1 / 2}\right\}
$$

This implies that $r(\lambda)=\ell$ if and only if the limits

$$
\lim _{j \rightarrow \infty} \mu_{k_{j}}^{[1]}=\rho^{[1]}, \ldots, \lim _{j \rightarrow \infty} \mu_{k_{j}}^{[\ell]}=\rho^{[\ell]} \quad \text { and } \quad \lim _{j \rightarrow \infty} \mu_{k_{j}}^{[\ell+1]}=\cdots=\lim _{j \rightarrow \infty} \mu_{k_{j}}^{[n]}=\infty,
$$

where $\rho^{[1]}, \ldots, \rho^{[\ell]}$ are finite and positive. Therefore $\left(\rho^{[1]}\right)^{-1 / 2}, \ldots,\left(\rho^{[\ell]}\right)^{-1 / 2}$ are the positive eigenvalues of $R_{+}(\lambda)$, while the remaining $n-\ell$ eigenvalues of $R_{+}(\lambda)$ are zero.

The following lemma will be utilized in the first part of the proof of the subsequent Theorem 2.4.8, which is the main result of this section.
Lemma 2.4.7. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, q \in\{0,1, \ldots, n\}$, and suppose that Hypothesis 2.3.7 holds. System $\left(\mathcal{S}_{\lambda}\right)$ has exactly $n+q$ linearly independent square summable solutions if and only if there exists an $n \times q$ matrix $Q$ with $\operatorname{rank} Q=q$ such that the columns of $\widetilde{Z}(\lambda) Q$ belong to $\ell_{\Psi}^{2}$, and $\widetilde{Z}(\lambda) \eta \in \ell_{\Psi}^{2}$ implies $\eta \in \operatorname{Ran} Q$.

Proof. Let us assume that system $\left(\mathcal{S}_{\lambda}\right)$ has $n+q$ linearly independent square summable solutions $z^{[1]}, \ldots, z^{[n+q]}$. By Theorem 2.4.1, these solutions can be ordered so that the first $n$ solutions $z^{[1]}, \ldots, z^{[n]}$ correspond to the columns of the Weyl solution, which is defined through the center $P_{+}(\lambda)$, i.e.,

$$
\begin{equation*}
\widetilde{X}_{k}(\lambda):=\Phi_{k}(\lambda)\binom{I}{P_{+}(\lambda)}=\left(z_{k}^{[1]}, \ldots, z_{k}^{[n]}\right) \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}} \tag{2.59}
\end{equation*}
$$

Then there exists a constant $2 n \times q$ matrix $K$ such that $\operatorname{rank} K=q$ and

$$
\left(z_{k}^{[n+1]}, \ldots, z_{k}^{[n+q]}\right)=\Phi_{k}(\lambda) K \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}}
$$

$\qquad$

If we write $K=\left(K_{1}^{*}, K_{2}^{*}\right)^{*}$ with $n \times q$ blocks $K_{1}, K_{2}$, then we obtain for all $k \in[0, \infty)_{\mathbb{Z}}$ that

$$
\left(z_{k}^{[1]}, \ldots, z_{k}^{[n+q]}\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I & K_{1}  \tag{2.60}\\
P_{+}(\lambda) & K_{2}
\end{array}\right) \quad \text { and } \quad \operatorname{rank}\left(\begin{array}{cc}
I & K_{1} \\
P_{+}(\lambda) & K_{2}
\end{array}\right)=n+q,
$$

because $\Phi_{k}(\lambda)$ is invertible on $[0, \infty)_{\mathbb{Z}}$. If we put $Q:=K_{2}-P_{+}(\lambda) K_{1} \in \mathbb{C}^{n \times q}$, then

$$
\left(\begin{array}{cc}
I_{n} & K_{1}  \tag{2.61}\\
P_{+}(\lambda) & K_{2}
\end{array}\right)\left(\begin{array}{cc}
I_{n} & -K_{1} \\
0 & I_{q}
\end{array}\right)=\left(\begin{array}{cc}
I_{n} & 0 \\
P_{+}(\lambda) & Q
\end{array}\right) .
$$

It now follows from (2.60) that rank $Q=q$. In addition, from the first equality in (2.60), (2.61), and (2.22) we get

$$
\left(z_{k}^{[1]}, \ldots, z_{k}^{[n+q]}\right)\left(\begin{array}{cr}
I_{n} & -K_{1} \\
0 & I_{q}
\end{array}\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I_{n} & 0 \\
P_{+}(\lambda) & Q
\end{array}\right)=\left(\begin{array}{ll}
\widetilde{X}_{k}(\lambda) & \widetilde{Z}_{k}(\lambda) Q
\end{array}\right),
$$

which implies that the columns of $\widetilde{Z}(\lambda) Q$ belong to $\ell_{\psi}^{2}$. Hence $\left(\bar{X}_{k}(\lambda), \widetilde{Z}_{k}(\lambda) Q\right)$ consists of $n+q$ linearly independent square summable solutions. Finally, if we have $\bar{Z}(\lambda) \eta \in \ell_{\Psi}^{2}$ for some $\eta \in \mathbb{C}^{n}$, then by the previous part there exists $\xi=\left(\xi_{1}^{*}, \xi_{2}^{*}\right)^{*} \in \mathbb{C}^{n+q}$ such that

$$
\widetilde{Z}_{k}(\lambda) \eta=\left(\widetilde{X}_{k}(\lambda) \quad \bar{Z}_{k}(\lambda) Q\right) \xi \stackrel{(2.59)}{=} Z_{k}(\lambda) \xi_{1}+\widetilde{Z}_{k}(\lambda)\left[P_{+}(\lambda) \xi_{1}+Q \xi_{2}\right] .
$$

Since $\Phi_{k}(\lambda)=\left(Z_{k}(\lambda), \widetilde{Z}_{k}(\lambda)\right)$, the above equality can be written as

$$
\Phi_{k}(\lambda)\binom{\xi_{1}}{P_{+}(\lambda) \xi_{1}+Q \xi_{2}-\eta}=0,
$$

from which we get $\xi_{1}=0$ and $P_{+}(\lambda) \xi_{1}+Q \xi_{2}-\eta=0$, i.e., $\eta=Q \xi_{2} \in \operatorname{Ran} Q$ as required.
Conversely, assume that there exists a matrix $Q \in \mathbb{C}^{n \times q}$ with $\operatorname{rank} Q=q$ such that the columns of $\widetilde{Z}(\lambda) Q$ belong to $\ell_{\Psi}^{2}$ and that $\eta \in \operatorname{Ran} Q$ whenever $\widetilde{Z}(\lambda) \eta \in \ell_{\Psi}^{2}$. Let $\bar{X}(\lambda)$ be as in (2.59). Then the equality

$$
T_{k}(\lambda):=\left(\begin{array}{ll}
\widetilde{X}_{k}(\lambda) & \left.\widetilde{Z}_{k}(\lambda) Q\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I_{n} & 0 \\
P_{+}(\lambda) & Q
\end{array}\right), ~
\end{array}\right.
$$

implies that $\operatorname{rank} T_{k}(\lambda)=n+q$ for all $k \in[0, \infty)_{\mathbb{z}}$. This shows that system $\left(\mathcal{S}_{\lambda}\right)$ has at least $n+q$ linearly independent square summable solutions, namely these are the columns of $T_{k}(\lambda)$. Let $z \in \mathcal{N}(\lambda)$ be arbitrary. We show that $z_{k}$ is a linear combination of the columns of $T_{k}(\lambda)$, i.e., we prove that $z_{k} \in \operatorname{Ran} T_{k}(\lambda)$ for all $k \in[0, \infty)_{\mathbb{z}}$. Since the matrix

$$
\left(\widetilde{X}_{k}(\lambda) \quad \widetilde{Z}_{k}(\lambda)\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I & 0 \\
P_{+}(\lambda) & I
\end{array}\right)
$$

is also a fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$, there exists $\zeta=\left(\zeta_{1}^{*}, \zeta_{2}^{*}\right)^{*} \in \mathbb{C}^{2 n}$ such that

$$
z_{k}=\left(\bar{X}_{k}(\lambda) \quad \widetilde{Z}_{k}(\lambda)\right) \zeta=\bar{X}_{k}(\lambda) \zeta_{1}+\widetilde{Z}_{k}(\lambda) \zeta_{2} \quad \text { for all } k \in[0, \infty)_{\mathbb{z}} .
$$

This implies that $\bar{Z}(\lambda) \zeta_{2}=z-\bar{X}(\lambda) \zeta_{1} \in \mathcal{N}(\lambda)$. Thus, by the current assumption, the vector $\zeta_{2} \in \operatorname{Ran} Q$, i.e., $\zeta_{2}=Q v$ for some vector $v \in \mathbb{C}^{q}$. It then follows that

$$
z_{k}=\widetilde{X}_{k}(\lambda) \zeta_{1}+\widetilde{Z}_{k}(\lambda) Q v=\left(\begin{array}{ll}
\widetilde{X}_{k}(\lambda) & \widetilde{Z}_{k}(\lambda) Q
\end{array}\right)\binom{\zeta_{1}}{v} \in \operatorname{Ran} T_{k}(\lambda) \quad \text { for all } k \in[0, \infty)_{\mathbb{z}}
$$

Therefore, system $\left(\mathcal{S}_{\lambda}\right)$ has exactly $n+q$ linearly independent square summable solutions.

Now we can give an exact relation between the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$ and the rank of the limiting matrix radius $R_{+}(\lambda)$ of the limiting Weyl disk. The result below extends and makes more precise the statements in Theorems 2.4.1 and 2.4.5.
Theorem 2.4.8. Let $\alpha \in \Gamma$ and $\lambda \in \mathbb{C} \backslash \mathbb{R}$ be given, suppose that Hypothesis 2.3.7 holds, and define $r(\lambda)$ by (2.56). Then system $\left(\mathcal{S}_{\lambda}\right)$ has exactly $n+r(\lambda)$ linearly independent square summable solutions, i.e., $\operatorname{dim} \mathcal{N}(\lambda)=n+r(\lambda)$. Furthermore, the number $r(\lambda)$ is independent of the coefficient matrix $\alpha$ determining the initial boundary condition in (2.24).

Proof. Since $\operatorname{dim} \mathcal{N}(\lambda)$, i.e., the number of square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, does not depend on the choice of $\alpha$, the number $r(\lambda)$ also does not depend on $\alpha$. Similarly as in [141,142], the proof is divided into two parts. In the first part we derive the estimate $\operatorname{dim} \mathcal{N}(\lambda) \leq n+r(\lambda)$, while the opposite inequality will be given in the second part of the proof. We abbreviate $r:=r(\lambda)$.

Assume that there exists a number $q$ with $r<q \leq n$ such that system $\left(\mathcal{S}_{\lambda}\right)$ has exactly $n+q$ square summable solutions. By Lemma 2.4.7, there exists a constant $n \times q$ matrix $Q$ with $\operatorname{rank} Q=q$ such that the columns of $\widetilde{Z}(\lambda) Q$ belong to $\ell_{\Psi}^{2}$ and $\eta \in \operatorname{Ran} Q$ whenever $\tilde{Z}(\lambda) \eta \in \ell_{\Psi}^{2}$. Using (2.57), for every $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$ there is a unitary matrix $U_{k}$ such that

$$
\begin{equation*}
\mathcal{H}_{k}(\lambda)=U_{k} \operatorname{diag}\left\{\mu_{k}^{[1]}, \ldots, \mu_{k}^{[n]}\right\} U_{k}^{*} \tag{2.62}
\end{equation*}
$$

By Proposition 1.1.1, there exists a subsequence $\left\{k_{j}\right\}_{j=1}^{\infty}$ such that $k_{j} \rightarrow \infty$ as $j \rightarrow \infty$ and $U_{k_{j}} \rightarrow U_{+}$, where $U_{+}$is unitary, see also the proof of Theorem 2.4.6. If we put $K_{k}:=U_{k}^{*} Q=\left(K_{k}^{[1] *}, K_{k}^{[2] *}\right)^{*} \in \mathbb{C}^{n \times q}$ with $K_{k}^{[1]} \in \mathbb{C}^{r \times q}$ and $K_{k}^{[2]} \in \mathbb{C}^{(n-r) \times q}$, then

$$
K=\left(K^{[1]^{*}}, K^{[2]^{*}}\right)^{*}:=\lim _{j \rightarrow \infty} K_{k_{j}}=U_{+}^{*} Q \quad \text { with } \quad K^{[1]}:=\lim _{j \rightarrow \infty} K_{k_{j}}^{[1]} \quad \text { and } \quad K^{[2]}:=\lim _{j \rightarrow \infty} K_{k_{j}}^{[2]} .
$$

It can be easily seen that $\operatorname{rank} K=q$, because $U_{+}$is unitary and $\operatorname{rank} Q=q$. Moreover, since $q>r$, it follows that rank $K^{[1]} \leq r$ and rank $K^{[2]} \geq 1$. Hence there exists $\xi \in \mathbb{C}^{q}$ such that $K^{[2]} \xi \neq 0$, and then for $z_{k}:=\widetilde{Z}_{k}(\lambda) Q \xi$ on $[0, \infty)_{\mathbb{Z}}$ we have $z \in \ell_{\Psi}^{2}$ by Lemma 2.4.7. On the other hand, from (2.37), (2.62), and the above definition of $K_{k}$ we get

$$
\begin{aligned}
&\|z\|_{\Psi}^{2}=\lim _{k \rightarrow \infty} \xi^{*} Q^{*}\left(\sum_{j=0}^{k-1} \widetilde{Z}_{j+1}^{*}(\lambda) \Psi_{j} \widetilde{Z}_{j+1}(\lambda)\right) Q \xi \stackrel{(2.37)}{=} \frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} \xi^{*} Q^{*} \mathcal{H}_{k}(\lambda) Q \xi \\
& \stackrel{(2.62)}{=} \frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} \xi^{*} Q^{*} U_{k} \operatorname{diag}\left\{\mu_{k}^{[1]}, \ldots, \mu_{k}^{[n]}\right\} U_{k}^{*} Q \xi \\
&=\frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} \xi^{*}\left(K_{k}^{[1] * *} \operatorname{diag}\left\{\mu_{k}^{[1]}, \ldots, \mu_{k}^{[r]}\right\} K_{k}^{[1]}+K_{k}^{[2] * *} \operatorname{diag}\left\{\mu_{k}^{[r+1]}, \ldots, \mu_{k}^{[n]}\right\} K_{k}^{[2]}\right) \xi .
\end{aligned}
$$

By Theorem 2.4.6 (with $\ell=r$ ) we know that the eigenvalues $\mu_{k}^{[1]}, \ldots, \mu_{k}^{[r]}$ have finite limits as $k \rightarrow \infty$, denoted by $\rho^{[1]}, \ldots, \rho^{[r]}$, while the eigenvalues $\mu_{k}^{[r+1]}, \ldots, \mu_{k}^{[n]}$ tend to $\infty$. This implies that

$$
\begin{gathered}
\lim _{j \rightarrow \infty} \xi^{*} K_{k_{j}}^{[1 *} \operatorname{diag}\left\{\mu_{k_{j}}^{[1]}, \ldots, \mu_{k_{j}}^{[r]}\right\} K_{k_{j}}^{[1]} \xi=\xi^{*} K^{[1]]^{*}} \operatorname{diag}\left\{\rho^{[1]}, \ldots, \rho^{[r]}\right\} K^{[1]} \xi<\infty, \\
\lim _{j \rightarrow \infty} \xi^{*} K_{k_{j}}^{[2] *} \operatorname{diag}\left\{\mu_{k_{j}}^{[r+1]}, \ldots, \mu_{k_{j}}^{[n]}\right\} K_{k_{j}}^{[2]} \xi=\infty,
\end{gathered}
$$

$\qquad$
because $K_{k_{j}}^{[2]} \xi \rightarrow K^{[2]} \xi \neq 0$ as $j \rightarrow \infty$. This shows that $\|z\|_{\Psi}^{2}=\infty$, which contradicts $z \in \ell_{\Psi}^{2}$. Thus, system $\left(\mathcal{S}_{\lambda}\right)$ has at most $n+r$ linearly independent square summable solutions.

Conversely, we will show that $\operatorname{dim} \mathcal{N}(\lambda) \geq n+r$ by constructing $n+r$ linearly independent solutions of system $\left(\mathcal{S}_{\lambda}\right)$ from $\ell_{\Psi}^{2}$. By Theorem 2.4.1, we know that the columns of the Weyl solution defined in (2.59) form $n$ linearly independent square summable solutions of $\left(\mathcal{S}_{\lambda}\right)$. For $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$, let $U_{k} \in \mathbb{C}^{n \times n}$ be a unitary matrix such that (2.57) and (2.62) hold. We put $U_{k}=\left(U_{k}^{[1]}, U_{k}^{[2]}\right)$ with full rank blocks $U_{k}^{[1]} \in \mathbb{C}^{n \times r}$ and $U_{k}^{[2]} \in \mathbb{C}^{n \times(n-r)}$. It follows that the dimension of kernel of $U_{k}^{[2] *}$ is equal to $r$. Hence, if $\xi_{k}^{[1]}, \ldots, \xi_{k}^{[r]}$ is an orthonormal basis for $\operatorname{Ker} U_{k}^{[2] *}$, then the matrix $Q_{k}:=\left(\xi_{k}^{[1]}, \ldots, \xi_{k}^{[r]}\right) \in \mathbb{C}^{n \times r}$ satisfies

$$
\begin{equation*}
Q_{k}^{*} Q_{k}=I_{r} \quad \text { and } \quad U_{k}^{[2] *} Q_{k}=0_{(n-r) \times r} \quad \text { for all } k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}} \tag{2.63}
\end{equation*}
$$

where $0_{(n-r) \times r}$ means the $(n-r) \times r$ zero matrix. By the aid of Proposition 1.1.1 again, there exist a subsequence such that $U_{k_{j}} \rightarrow U_{+}$and $Q_{k_{j}} \rightarrow Q_{+} \in \mathbb{C}^{n \times r}$ for $j \rightarrow \infty$, where the matrix $U_{+}=\left(U_{+}^{[1]}, U_{+}^{[2]}\right)$ is unitary, $U_{+}^{[1]} \in \mathbb{C}^{n \times r}$ and $U_{+}^{[2]} \in \mathbb{C}^{n \times(n-r)}$ and, by (2.63), the matrix $Q_{+}$satisfies $Q_{+}^{*} Q_{+}=I_{r}$, rank $Q_{+}=r$, and $U_{+}^{[2] *} Q_{+}=0_{(n-r) \times r}$. If we denote by $e_{m}$ for $1 \leq m \leq r$ the $m$-th unit vector in $\mathbb{C}^{r}$ (similarly as in the proof of Theorem 2.4.1), then

$$
\begin{equation*}
\left\|\widetilde{Z}(\lambda) Q_{+} e_{m}\right\|_{\Psi}^{2} \stackrel{(2.37)}{=} \frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} e_{m}^{*} Q_{+}^{*} \mathcal{H}_{k}(\lambda) Q_{+} e_{m} . \tag{2.64}
\end{equation*}
$$

Fix now $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$. Then for every $k_{j} \geq k$ we have by the monotonicity of $\mathcal{H}(\lambda)$ that

$$
\begin{gather*}
e_{m}^{*} Q_{k_{j}}^{*} \mathcal{H}_{k}(\lambda) Q_{k_{j}} e_{m} \leq e_{m}^{*} Q_{k_{j}}^{*} \mathcal{H}_{k_{j}}(\lambda) Q_{k_{j}} e_{m} \stackrel{(2.62)}{=} e_{m}^{*} Q_{k_{j}}^{*} U_{k_{j}} \operatorname{diag}\left\{\mu_{k_{j}}^{[1]}, \ldots, \mu_{k_{j}}^{[(1])} U_{k_{j}}^{*} Q_{k_{j}} e_{m}\right. \\
\stackrel{(2.63)}{=} e_{m}^{*} Q_{k_{j}}^{*} U_{k_{j}}^{[1]} \operatorname{diag}\left\{\mu_{k_{j}}^{[1]}, \ldots, \mu_{k_{j}}^{[r]}\right\}\left[U_{k_{j}}^{[1] *} Q_{k_{j}} e_{m} .\right. \tag{2.65}
\end{gather*}
$$

Upon taking $j \rightarrow \infty$ in inequality (2.65) we get

$$
\begin{equation*}
e_{m}^{*} Q_{+}^{*} \mathcal{H}_{k}(\lambda) Q_{+} e_{m} \leq e_{m}^{*} Q_{+}^{*} U_{+}^{[1]} \operatorname{diag}\left\{\rho^{[1]}, \ldots, \rho^{[r]}\right\} U_{+}^{[1] *} Q_{+} e_{m}=: T<\infty, \tag{2.66}
\end{equation*}
$$

where $\rho^{[1]}, \ldots, \rho^{[r]}$ are the finite limits of the eigenvalues $\mu_{k_{j}}^{[1]}, \ldots, \mu_{k_{j}}^{[r]}$ as $j \rightarrow \infty$, see Theorem 2.4.6. Since the estimate in (2.66) holds for every $k \in\left[N_{0}+1, \infty\right)_{\mathbb{Z}}$, it follows from equality (2.64) that

$$
2|\operatorname{im}(\lambda)| \times\left\|\widetilde{Z}(\lambda) Q_{+} e_{m}\right\|_{\Psi}^{2}=\lim _{k \rightarrow \infty} e_{m}^{*} Q_{+}^{*} \mathcal{H}_{k}(\lambda) Q_{+} e_{m} \stackrel{(2.66)}{\leq} T<\infty .
$$

This shows that the columns of $\widetilde{Z}(\lambda) Q_{+}$belong to $\ell_{\psi}^{2}$. Consequently, system $\left(\mathcal{S}_{\lambda}\right)$ has at least $n+r$ linearly independent square summable solutions, which are generated by the columns of the matrix

$$
Y_{k}:=\left(\begin{array}{ll}
Z_{k}(\lambda) & \widetilde{Z}_{k}(\lambda)
\end{array}\right)\left(\begin{array}{cc}
I & 0_{n \times r}  \tag{2.67}\\
P_{+}(\lambda) & Q_{+}
\end{array}\right)=\Phi_{k}(\lambda)\left(\begin{array}{cc}
I & 0_{n \times r} \\
P_{+}(\lambda) & Q_{+}
\end{array}\right) .
$$

Since $\Phi_{k}(\lambda)$ is invertible and rank $Q_{+}=r$, it follows that the matrix $Y_{k}$ in (2.67) has $n+r$ linearly independent columns. Hence, we proved that system ( $\mathcal{S}_{\lambda}$ ) has at least $n+r$ linearly independent square summable solutions, which completes the proof.

Combining the results of Theorems 2.4.6 and 2.4.8 we get the following supplement of Theorem 2.4.8.

Corollary 2.4.9. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Then

$$
0<\lim _{k \rightarrow \infty} \mu_{k}^{[j]}=: \rho^{[j]}<\infty, \quad 1 \leq j \leq r(\lambda), \quad \text { and } \quad \lim _{k \rightarrow \infty} \mu_{k}^{[j]}=\infty, \quad r(\lambda)+1 \leq j \leq n,
$$

where the numbers $\left(\rho^{[1]}\right)^{-1 / 2}, \ldots,\left(\rho^{[r(\lambda)]}\right)^{-1 / 2}$ are the positive eigenvalues of $R_{+}(\lambda)$.
Moreover, yet another simple corollary follows from Theorem 2.4.8 as a counterpart of Theorem 2.4.3.
Corollary 2.4.10. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3 .7 holds. Then system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit circle case if and only if the matrix $R_{+}(\lambda)$ is invertible, i.e., $r(\lambda)=n$.

In the remaining part of this section we present some characterizations of the two extreme cases $r(\lambda)=0$ (i.e., the limit point case) and $r(\lambda)=n$ (i.e., the limit circle case). We will utilize the following strengthened Atkinson-type condition, which includes both Hypotheses 2.3.7 and 2.3.13. An alternative terminology is that system $\left(\mathcal{S}_{\lambda}\right)$ is definite on the discrete interval $[0, \infty)_{\mathbb{Z}}$, see Section 6.2 for more details.
Hypothesis 2.4.11 (Strong Atkinson condition - infinite). There exists $N_{3} \in[0, \infty)_{z}$ such that each nontrivial solution $z(\lambda)$ of system $\left(\mathcal{S}_{\lambda}\right)$ satisfies inequality (2.25) with $N=N_{3}$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

The following three results represent direct generalizations of [A4, Theorems 4.13, 4.14 and Corollary 4.15] from the special linear dependence on $\lambda$ in (2.7) to the general linear dependence on $\lambda$. The proofs of the statements in Theorems 2.4.12 and 2.4.13 follow exactly the same ideas as in the corresponding proofs in [A4] quoted above, which are now considered for the general linear dependence on $\lambda$. The details are therefore omitted. Note that Theorem 2.4.12 requires the strengthened Atkinson-type condition in Hypothesis 2.4.11, because it uses in its proof both the limiting Weyl disk $D_{+}(\lambda)$ and the $M_{k}(\lambda)$ functions for large $k$. On the other hand, in Theorem 2.4.13 we utilize the weaker condition from Hypothesis 2.3.7, because its proof uses only the limiting Weyl disk $D_{+}(\lambda)$.
Theorem 2.4.12. Let $\alpha \in \Gamma, \lambda, v \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.4.11 holds. If systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ are both in the limit point or limit circle case, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} X_{k}^{*}\left(\lambda, \alpha, M_{+}(\lambda)\right) \mathcal{J} X_{k}\left(v, \alpha, M_{+}(v)\right)=0, \tag{2.68}
\end{equation*}
$$

where $X\left(\lambda, \alpha, M_{+}(\lambda)\right) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ and $X\left(v, \alpha, M_{+}(v)\right) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ mean the Weyl solutions of systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ defined as in (2.23) through the matrices $M_{+}(\lambda)$ and $M_{+}(v)$, respectively, which are determined by the limit in (2.50).
Theorem 2.4.13. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.3.7 holds. Systems ( $\mathcal{S}_{\lambda}$ ) and $\left(S_{\bar{\lambda}}\right)$ are in the limit point case if and only if for every square summable solutions $z(\lambda)$ and $\tilde{z}(\bar{\lambda})$ of $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{\bar{\lambda}}\right)$, respectively, we have

$$
\begin{equation*}
z_{k}^{*}(\lambda) \mathcal{I} \tilde{z}_{k}(\bar{\lambda})=0 \quad \text { for all } k \in[0, \infty)_{z} . \tag{2.69}
\end{equation*}
$$

Corollary 2.4.14. Let $\alpha \in \Gamma$ and suppose that Hypothesis 2.4 .11 holds. System $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$ if and only if for every $\lambda, v \in \mathbb{C} \backslash \mathbb{R}$ and every square summable solutions $z(\lambda)$ and $\tilde{z}(v)$ of systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$, respectively, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} z_{k}^{*}(\lambda) f \tilde{z}_{k}(v)=0 . \tag{2.70}
\end{equation*}
$$

Proof. If system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$, then the square summable solution $z(\lambda)$ must be a constant multiple of the Weyl solution $\mathcal{X}(\lambda)$, by Theorem 2.4.1.

Similarly, the square summable solution $z(v)$ is a constant multiple of $\mathcal{X}(v)$. Identity (2.70) then follows from Theorem 2.4.12. Conversely, let (2.70) be satisfied for every $\lambda, v \in \mathbb{C} \backslash \mathbb{R}$ and every $z(\lambda) \in \mathcal{N}(\lambda)$ and $\tilde{z}(v) \in \mathcal{N}(v)$. Fix $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and put $v:=\bar{\lambda}$. Then from Lemma 2.1.5 we know that the value of $z_{k}^{*}(\lambda) \mathcal{J} \tilde{z}_{k}(\bar{\lambda})$ is constant on $k \in[0, \infty)_{\mathbb{Z}}$. Hence the limit in (2.70) implies that identity (2.69) is satisfied, and so system ( $\mathcal{S}_{\lambda}$ ) is in the limit point case by Theorem 2.4.13.

From Theorems 2.4.12 and 2.1.7 we also get the following statement.
Corollary 2.4.15. Let $\alpha \in \Gamma, \lambda, v \in \mathbb{C} \backslash \mathbb{R}$, and suppose that Hypothesis 2.4.11 holds. If systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ are both in the limit point or limit circle case, then

$$
\begin{equation*}
(\bar{\lambda}-v) \sum_{k=0}^{\infty} X_{k+1}^{*}\left(\lambda, \alpha, M_{+}(\lambda)\right) \Psi_{k} X_{k+1}\left(v, \alpha, M_{+}(v)\right)=M_{+}^{*}(\lambda)-M_{+}(v) \tag{2.71}
\end{equation*}
$$

where the Weyl solutions $\mathcal{X}\left(\lambda, \alpha, M_{+}(\lambda)\right) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ and $\mathcal{X}\left(v, \alpha, M_{+}(v)\right) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ are the same as in Theorem 2.4.12.

Proof. By Theorem 2.1.7, we get that the left-hand side of (2.71) is equal to the difference

$$
\lim _{k \rightarrow \infty} X_{k+1}^{*}\left(\lambda, \alpha, M_{+}(\lambda)\right) \mathcal{J} X_{k+1}\left(v, \alpha, M_{+}(v)\right)-X_{0}^{*}\left(\lambda, \alpha, M_{+}(\lambda)\right) \mathcal{J} X_{0}\left(v, \alpha, M_{+}(v)\right)
$$

While the limit above is zero by (2.68), the second term gives by the definition of the Weyl solution in (2.23) the equality $\mathcal{X}_{0}^{*}\left(\lambda, \alpha, M_{+}(\lambda)\right) \mathcal{J} \mathcal{X}_{0}\left(v, \alpha, M_{+}(v)\right)=M_{+}(v)-M_{+}^{*}(\lambda)$.

Remark 2.4.16. It can be shown under Hypothesis 2.3.7 that if $\psi_{k}$ denotes the minimal eigenvalue of the Hermitian matrix $\Psi_{k}$ for $k \in[0, \infty)_{\mathbb{Z}}$ and if

$$
\begin{equation*}
\sum_{k=0}^{\infty} \psi_{k}=\infty \tag{2.72}
\end{equation*}
$$

then system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case. This fact follows in a similar way as in [154, Theorem 5.1] by using Theorem 2.4.13. However, system $\left(\mathcal{S}_{\lambda}\right)$ is such that $\psi_{k}=0$ for all $k \in[0, \infty)_{\mathbb{Z}}$, because the matrices $\Psi_{k}$ are singular, see Lemma 2.1.1 and the subsequent paragraph. Therefore, condition (2.72) can never be fulfilled in the present theory.

We conclude this section by a generalization of one half of the classical Weyl alternative, see e.g. [171, Theorem 8.27]. More precisely, we show that if system ( $\mathcal{S}_{\lambda}$ ) is in the limit circle case for some $\lambda_{0} \in \mathbb{C}$ (i.e., $\operatorname{dim} \mathcal{N}\left(\lambda_{0}\right)=2 n$ ), then it is in the limit circle case for every $\lambda \in \mathbb{C}$ (i.e., $\operatorname{dim} \mathcal{N}(\lambda) \equiv 2 n$ ). In other words, we derive the invariance of the limit circle case, which provides a discrete analogue of the result established in [9, Theorem 9.11.2] for system (2.5). However we emphasize that in contrast to the latter result we do not need to impose any additional assumptions on the coefficient matrices of system ( $\mathcal{S}_{\lambda}$ ) in the present setting. Similar statements for the second order Sturm-Liouville difference equations and linear Hamiltonian difference systems can be found, respectively, in [9, Theorem 5.6.1] and [142, Theorem 5.5]. In addition, we skip the proof, because it follows immediately from more a general result derived in Chapter 4, see Theorem 4.2.2 and Remark 4.2.4.
Theorem 2.4.17. If there exists $\lambda_{0} \in \mathbb{C}$ such that system $\left(S_{\lambda_{0}}\right)$ is in the limit circle case, then $\operatorname{system}\left(\mathcal{S}_{\lambda}\right)$ is in the limit circle case for every $\lambda \in \mathbb{C}$.

Remark 2.4.18. From the discussion concerning equations (2.8)-(2.10) in the introduction of this chapter and from Theorem 2.4 .17 we easily deduce the invariance of the limit circle case (i.e., of the situation when all solutions are square summable with respect to the weight $\mathcal{W}$ ) for any even order vector-valued Sturm-Liouville difference equation, Jacobi equation, and symmetric three term recurrence relation. Indeed, since the corresponding system $\left(\mathcal{S}_{\lambda}\right)$ is such that $\Psi_{k}=\operatorname{diag}\left\{\mathcal{W}_{k}, 0, \ldots, 0\right\}$ or $\Psi_{k}=\operatorname{diag}\left\{\mathcal{W}_{k}, 0\right\}$, we get immediately the equality $y_{k+1}^{*}(\lambda) \mathcal{W}_{k} y_{k+1}(\lambda)=z_{k}^{*}(\lambda) \Psi_{k} z_{k+1}(\lambda)$ for all $k \in[0, \infty)_{z}$. Therefore a solution $y(\lambda) \in \mathbb{C}\left([0, \infty)_{z}\right)^{n}$ of equations (2.8) or (2.9) or (2.10) satisfies $\sum_{k=0}^{\infty} y_{k+1}^{*}(\lambda) \mathcal{W}_{k} y_{k+1}(\lambda)<\infty$ if and only if the corresponding $z(\lambda)$ belongs to $\ell_{\Psi}^{2}$ with respect to the weight $\Psi$ specified earlier, see also Remark 4.2.7.

As a direct consequence of Theorem 2.4.17 we obtain the following criterion for the limit circle case. This result corresponds to [9, Theorem 5.8.1] and [134, Theorem 6.3] for the second order Sturm-Liouville difference equations and linear Hamiltonian difference systems. Again we skip the proof, because the statement follows from Corollary 4.2.3 and Remark 4.2.4. We note that the matrix norm $\|\cdot\|_{1}$ used in (2.73) below can be replaced by any other matrix norm because of their equivalence.
Corollary 2.4.19. Assume that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\mathcal{S}_{k}-I\right\|_{1}<\infty \quad \text { and } \quad \sum_{k=0}^{\infty}\left\|\Psi_{k}\right\|_{1}<\infty . \tag{2.73}
\end{equation*}
$$

Then system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit circle case for all $\lambda \in \mathbb{C}$.
Upon combining Theorem 2.4.17 and Corollary 2.4.10 we get the following result.
Corollary 2.4.20. Assume that Hypothesis 2.3.7 holds and that $\lambda_{0} \in \mathbb{C}$ is such that $\left(\mathcal{S}_{\lambda_{0}}\right)$ is in the limit circle case. Then $r(\lambda)=n$ for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
Remark 2.4.21. Under the assumptions of Corollary 2.4 .20 we can deduce that the value of $r(\lambda)$ is constant and equal to $n$ on $\mathbb{C} \backslash \mathbb{R}$. This observation gives rise to two additional and very natural questions. Are the values of $r(\lambda)$ and $r(\bar{\lambda})$ constant on some subsets of $\mathbb{C}$ in general, especially on the upper and lower half-planes $\mathbb{C}_{+}$and $\mathbb{C}_{-}$? And if $r(\lambda)$ and $r(\bar{\lambda})$ are constant on $\mathbb{C}_{+}$and $\mathbb{C}_{-}$, do they satisfy $r(\lambda)=r(\bar{\lambda})$ on $\mathbb{C} \backslash \mathbb{R}$ ? Of course, these questions can be formulated also for the numbers $\operatorname{dim} \mathcal{N}(\lambda)$ and $\operatorname{dim} \mathcal{N}(\bar{\lambda})$. The first answer is positive as discussed in Remark 6.4.15. The answer to the second question is positive in the limit circle case under the assumptions stated in Corollary 2.4.20, as well as in the limit point case under analogous assumptions as in Theorem 7.1.1 from Chapter 7. Moreover, if the matrices $\mathcal{S}_{k}$ and $\mathcal{V}_{k}$ are real-valued for all $k \in[0, \infty)_{\mathbb{Z}}$, then it follows immediately that $z(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ solves system $\left(\mathcal{S}_{\lambda}\right)$ if and only if $\overline{z(\lambda)}$ solves $\left(\mathcal{S}_{\bar{\lambda}}\right)$, i.e., $z_{k}(\bar{\lambda})=\overline{z_{k}(\lambda)}$ for all $k \in[0, \infty)_{z}$. Thus, in that case we have $\operatorname{dim} \mathcal{N}(\lambda)=\operatorname{dim} \mathcal{N}(\bar{\lambda})$, i.e., $r(\lambda)=r(\bar{\lambda})$. However, in other situations we conjecture that the answer can be negative similarly as it was shown in the continuous time case by the example from [120], which was already mentioned in Remark 2.4.4(i). More specifically, in the latter example the fourth order differential equation with three and two linearly independent square integrable solutions in $\mathbb{C}_{+}$and $\mathbb{C}_{-}$, respectively, was constructed.

In the scalar case (i.e., $n=1$ ) the estimate in (2.55) implies that $\operatorname{dim} \mathcal{N}(\lambda) \in\{1,2\}$. In this case we derive from Theorem 2.4 .17 its limit point counterpart for $\lambda \in \mathbb{C} \backslash \mathbb{R}$, i.e., the second part of the Weyl alternative.
Corollary 2.4.22. Let $n=1$ and assume that Hypothesis 2.3.7 holds. If there $\lambda_{0} \in \mathbb{C}$ such that system $\left(\mathcal{S}_{\lambda_{0}}\right)$ is in the limit point case, then system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

Proof. Let system $\left(\mathcal{S}_{\lambda_{0}}\right)$ be in the limit point case and assume that there exists $\lambda_{1} \in \mathbb{C} \backslash \mathbb{R}$ such that system $\left(\mathcal{S}_{\lambda_{1}}\right)$ is not in the limit point case. Then, by $n=1$ and the estimate in (2.55), we know that system $\left(\mathcal{S}_{\lambda_{1}}\right)$ is in the limit circle case. But from Theorem 2.4.17 (applied with $\lambda_{0}=\lambda_{1}$ ) we obtain that system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit circle case for every $\lambda \in \mathbb{C}$, which contradicts the original assumption that system $\left(\mathcal{S}_{\lambda_{0}}\right)$ is in the limit point case.

Upon combining Theorems 2.4.17 and 2.4.22 we get the scalar symplectic analogue of the Weyl alternative for system $\left(\mathcal{S}_{\lambda}\right)$.
Corollary 2.4.23 (Weyl alternative). Let $n=1$ and assume that Hypothesis 2.3.7 holds. Then $\operatorname{system}\left(\mathcal{S}_{\lambda}\right)$ is either in the limit circle case for all $\lambda \in \mathbb{C}$, or in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

Although in this section we have conducted a thorough analysis of the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, we gave absolutely no information about $\operatorname{dim} \mathcal{N}(\lambda)$ if $\lambda \in \mathbb{R}$ (except for the limit circle case). Fortunately, a basic estimate of this value is derived in Theorem 6.4 .16 by using the theory of linear relations developed in Chapter 6, see also Remark 6.4.15. Moreover, there exists an intimate connection between the Weyl solution $\mathcal{X}(\lambda)$ with $\lambda \in \mathbb{R}$ and the so-called principal (or recessive) solution of system ( $\mathcal{S}_{\lambda}$ ) in the nonoscillatory case. This connection represents one of the goals of our current research and it will be new even in the continuous case, i.e., for system (2.5). Similar results were established for the second order Sturm-Liouville differential, difference, and dynamic equations in [37] and [A23].

### 2.5 Illustrating examples

Now we present several examples which illustrate the results of this chapter. In the whole section we focus on the special case of system $\left(\mathcal{S}_{\lambda}\right)$ with $n=1$ and $\mathcal{S}_{k} \equiv \mathcal{S}:=I_{2}$, which can be considered as a discrete analogue of the so-called no potential case known in the theory of Sturm-Liouville differential equations and linear Hamiltonian differential systems. That is, we analyze the system

$$
\begin{equation*}
\Delta z_{k}(\lambda)=\lambda \mathcal{V}_{k} z_{k}(\lambda), \quad k \in[0, \infty)_{\mathbb{Z}} \tag{2.74}
\end{equation*}
$$

with two special choices of the matrices $\mathcal{V} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 \times 2}$ satisfying the assumptions in (2.1). In each example we determine the centers and the radii of the Weyl disk and of the limiting Weyl disk, as well as we give the corresponding limit point or limit circle classification. We note that in the limit point case we denote by $\mathcal{X}^{+}(\lambda)$ the Weyl solution defined as in (2.23) with $M=P_{+}(\lambda)$.
Example 2.5.1. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and consider system (2.74) with the constant matrices

$$
\mathcal{V}_{k} \equiv \mathcal{V}=\left(\begin{array}{cc}
\sqrt{a b} & a  \tag{2.75}\\
-b & -\sqrt{a b}
\end{array}\right), \quad \Psi_{k} \equiv \Psi=\left(\begin{array}{cc}
b & \sqrt{a b} \\
\sqrt{a b} & a
\end{array}\right) \geq 0 \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}}
$$

where $a>0$ and $b \geq 0$ are given real numbers. This choice of $\mathcal{V}$ is naturally based on the properties required in (2.1). Note that for $\Psi \geq 0$ we need only $a \geq 0$, but as we will see, the crucial Hypothesis 2.3.7 is not satisfied when $a=0$. The fundamental matrix $\Phi_{k}(\lambda)$ of system $(2.74)$ with $\alpha=(1,0)$ has in this case the form

$$
\Phi_{k}(\lambda)=(I+\lambda \nu)^{k}=\left(\begin{array}{cc}
1+k \lambda \sqrt{a b} & k \lambda a  \tag{2.76}\\
-k \lambda b & 1-k \lambda \sqrt{a b}
\end{array}\right), \quad k \in[0, \infty)_{\mathbb{Z}}
$$

In view of (2.22), the two solutions $Z_{k}(\lambda)$ and $\widetilde{Z}_{k}(\lambda)$ of system (2.74) are equal to the first and second columns of the matrix $\Phi_{k}(\lambda)$ in (2.76), respectively. The sum in (2.25) with $N=N_{0}$ is then equal to $\left(N_{0}+1\right) a$, which shows that Hypothesis 2.3.7 is satisfied for any $N_{0} \in[0, \infty)_{\mathbb{Z}}$ and only $a>0$. From (2.36) we then get

$$
\mathcal{F}_{k}(\lambda)=2 k b|\operatorname{im}(\lambda)|, \quad \mathcal{G}_{k}(\lambda)=-i \delta(\lambda)+2 k \sqrt{a b}|\operatorname{im}(\lambda)|, \quad \mathcal{H}_{k}(\lambda)=2 k a|\operatorname{im}(\lambda)|,
$$

which yields through (2.42) that the center and the radius of the Weyl disk $D_{k}(\lambda)$ for $k \in[1, \infty)_{\mathbb{z}}$ are

$$
P_{k}(\lambda)=-\sqrt{b / a}+\frac{i}{2 k a \mathrm{im}(\lambda)} \quad \text { and } \quad R_{k}(\lambda)=\frac{1}{\sqrt{2 k a|\operatorname{im}(\lambda)|}} .
$$

By taking the limit as $k \rightarrow \infty$ we can see that the center and the radius of the limiting Weyl disk $D_{+}(\lambda)$ are $P_{+}(\lambda)=-\sqrt{b / a}$ and $R_{+}(\lambda)=0$, that is, $D_{+}(\lambda)=\{-\sqrt{b / a}\}$. This shows that system (2.74) with $\mathcal{V}_{k}$ given in (2.75) is in the limit point case for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$. The limiting behavior of the Weyl disks is demonstrated in Figure 2.1 below. The Weyl solution $X_{k}^{+}(\lambda) \equiv(1,-\sqrt{b / a})^{\top}$ satisfies $\left\|X^{+}(\lambda)\right\|_{\Psi}=0$ and it is the only square summable solution (up to a nonzero constant multiple). Note that $\|\widetilde{Z}(\lambda)\|_{\Psi}=\infty$ and $\|Z(\lambda)\|_{\Psi}=\infty$ for $b>0$, while for $b=0$ we have $Z(\lambda)=X^{+}(\lambda)$.


Figure 2.1: The Weyl disks $D_{k}(\lambda)$ for $k \in\{1,2,4,6,10\}$, their centers, and $P_{+}(\lambda)=-1$ from Example 2.5.1 with $a=b=2$ and $\lambda=0.4+0.4$.

Although the choice of $a=0$ was not possible in Example 2.5.1, we show that also in this case the system from Example 2.5.1 is in the limit points case. This is done by using a suitable transformation.
Example 2.5.2. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and consider the system from Example 2.5 . 1 with $a=0$ and $b>0$, i.e.,

$$
z_{k+1}(\lambda)=\$(\lambda) z_{k}(\lambda), \quad \$(\lambda)=\left(\begin{array}{cc}
1 & 0  \tag{2.77}\\
-\lambda b & 1
\end{array}\right), \quad \Psi=\left(\begin{array}{ll}
b & 0 \\
0 & 0
\end{array}\right) \geq 0, \quad k \in[0, \infty)_{\mathbb{Z}} .
$$

The dependence on $\lambda$ in system (2.77) is special as in (2.7) and, as we discussed in Example 2.5.1,Hypothesis 2.3 .7 is not satisfied in this case. Therefore the theory developed
$\qquad$
in Section 2.3 cannot be applied, neither can be applied the results in [26] and [A4]. On the other hand, by using the transformation

$$
y_{k}(\lambda):=T^{-1} z_{k}(\lambda), \quad \text { where } \quad T:=\left(\begin{array}{cc}
-\sqrt{c / b} & -1 \\
1 & 0
\end{array}\right)
$$

is a constant symplectic matrix with $c \geq 0$, we obtain another symplectic system

$$
y_{k+1}(\lambda)=\widetilde{\mathscr{S}}(\lambda) y_{k}(\lambda), \quad \widetilde{\mathscr{S}}(\lambda)=\left(\begin{array}{cc}
1+\lambda \sqrt{b c} & \lambda b \\
-\lambda c & 1-\lambda \sqrt{b c}
\end{array}\right), \quad \widetilde{\Psi}=\left(\begin{array}{cc}
c & \sqrt{b c} \\
\sqrt{b c} & b
\end{array}\right), \quad k \in[0, \infty)_{\mathbb{Z}}
$$

where $\widetilde{\mathscr{S}}(\lambda):=T^{-1} \mathscr{S}(\lambda) T$, see [20, Lemma 6]. Now, since $b>0$ and $c \geq 0$, the results in Example 2.5.1 can be used for the above transformed system. In particular, system (2.77) is in the limit point case for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Depending on the choice of the constant $c \geq 0$ in the transformation matrix $T$, we obtain from the reversed transformation the two linearly independent solutions $Z_{k}(\lambda)=(-\sqrt{c / b}, 1+k \lambda \sqrt{b c})^{\top}$ and $\widetilde{Z}_{k}(\lambda)=(-1, k \lambda b)^{\top}$ of system (2.77). For these solutions we easily calculate that $\|Z(\lambda)\|_{\Psi}=0$ when $c=0$, $\|Z(\lambda)\|_{\Psi}=\infty$ when $c>0$, and $\|\widetilde{Z}(\lambda)\|_{\Psi}=\infty$. The corresponding Weyl solution is $X_{k}^{+}(\lambda) \equiv(0,1)^{\top}$, which obviously satisfies $\left\|X^{+}(\lambda)\right\|_{\Psi}=0$.

Finally, we present a system of the form as in (2.74) with nonconstant $\mathcal{V}_{k}$, which can be either in the limit point case or in the limit circle case.
Example 2.5.3. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and $v \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)$ be a given sequence such that $v_{0}=0$, $\Delta v_{k} \geq 0$ for all $k \in[0, \infty)_{\mathbb{Z}}$, and $v_{\ell}>0$ for some index $\ell \in[1, \infty)_{\mathbb{z}}$. Define the matrix $\nu_{k}=\binom{0 \Delta v_{k}}{0}$ for all $k \in[0, \infty)_{\mathbb{Z}}$ and consider the system

$$
z_{k+1}(\lambda)=\$_{k}(\lambda) z_{k}(\lambda), \quad \$_{k}(\lambda)=\left(\begin{array}{cc}
1 & \lambda \Delta v_{k}  \tag{2.78}\\
0 & 1
\end{array}\right), \quad \Psi_{k}=\left(\begin{array}{cc}
0 & 0 \\
0 & \Delta v_{k}
\end{array}\right) \geq 0, \quad k \in[0, \infty)_{\mathbb{z}} .
$$

The fundamental matrix of system (2.78) with $\alpha=(1,0)$ is equal to

$$
\Phi_{k}(\lambda)=\left(\begin{array}{cc}
1 & \lambda v_{k}  \tag{2.79}\\
0 & 1
\end{array}\right), \quad \text { i.e., } \quad Z_{k}(\lambda) \equiv\binom{1}{0}, \quad \widetilde{Z}_{k}(\lambda)=\binom{\lambda v_{k}}{1}, \quad k \in[0, \infty)_{\mathbb{Z}} .
$$

This implies that Hypothesis 2.3 .7 is satisfied for any $N_{0} \in[\ell-1, \infty)_{\mathbb{Z}}$, since the sum in (2.25) with $N=\ell-1$ is equal to $v_{\ell}>0$. From (2.36) we get $\mathcal{F}_{k}(\lambda)=0, \mathcal{G}_{k}(\lambda)=-i \delta(\lambda)$, and $\mathcal{H}_{k}(\lambda)=2 v_{k}|\operatorname{im}(\lambda)|$. The assumptions imply that $\mathcal{H}_{k}(\lambda)>0$ for all $k \in[\ell, \infty)_{z}$, so that the center and the radius of the Weyl disk $D_{k}(\lambda)$ are well defined and equal to

$$
P_{k}(\lambda)=\frac{i}{2 v_{k} \operatorname{im}(\lambda)} \quad \text { and } \quad R_{k}(\lambda)=\frac{1}{\sqrt{2 v_{k}|\operatorname{im}(\lambda)|}} \quad \text { for all } k \in[\ell, \infty)_{z} .
$$

If we put $v_{\infty}:=\lim _{k \rightarrow \infty} v_{k}=\sup _{k \in[0, \infty)_{z}}\left\{v_{k}\right\}$, then $v_{\infty}>0$ and the center and the radius of the limiting Weyl disk $D_{+}(\lambda)$ are equal to $P_{+}(\lambda)=i /\left[2 v_{\infty} \operatorname{im}(\lambda)\right]$ and $R_{+}(\lambda)=1 / \sqrt{2 v_{\infty}|\operatorname{im}(\lambda)|}$. From this one can easily conclude that system (2.78) is in the limit point case if and only if $v_{\infty}=\infty$, while it is in the limit circle case if and only if $v_{\infty}<\infty$. In the latter case, the linearly independent solutions $Z(\lambda)$ and $\widetilde{Z}(\lambda)$ are square summable with $\|Z(\lambda)\|_{\Psi}=0$ and $\|\widetilde{Z}(\lambda)\|_{\Psi}=\sqrt{v_{\infty}}$. In addition, the Weyl solution $\mathcal{X}(\lambda)$ defined by (2.23) through the fundamental matrix $\Phi(\lambda)$ from (2.79) and $M=m \in \mathbb{C}$ is also square summable with the corresponding semi-norm $\|X(\lambda)\|_{\Psi}=\sqrt{v_{\infty}}|m|<\infty$. The behavior of the Weyl disks is demonstrated in Figure 2.2 below.


Figure 2.2: The Weyl disks $D_{k}(\lambda)$ for $k \in\{1,2,3\}$, their centers, and the disk $D_{+}(\lambda)$ with $P_{+}(\lambda)=5 i / 2$ and $R_{+}(\lambda)=\sqrt{5} / 2$ from Example 2.5.3 with $v_{k}=1-2^{-k}$ and $\lambda=0.4+0.4 i$.

The results of the previous example are summarized in the following statement.
Corollary 2.5.4. Let $n=1, \lambda \in \mathbb{C} \backslash \mathbb{R}, v \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)$ be such that $v_{0}=0, \Delta v_{k} \geq 0$ for all $k \in[0, \infty)_{\mathbb{Z}}, v_{\ell}>0$ for some index $\ell \in[1, \infty)_{\mathbb{Z}}$, and define $v_{\infty}:=\lim _{k \rightarrow \infty} v_{k}$. If we put $V_{k}:=\left(\begin{array}{cc}0 & \Delta v_{k} \\ 0 & 0\end{array}\right)$ for all $k \in[0, \infty)_{\mathbb{Z}}$, then the following holds.
(i) System (2.74) is in the limit point case if and only if $v_{\infty}=\infty$. In this case, $P_{+}(\lambda)=0$, $R_{+}(\lambda)=0$, and the Weyl solution $X_{k}^{+}(\lambda) \equiv(1,0)^{\top}$ is the only (up to a nonzero constant multiple) square summable solution of system (2.74).
(ii) System (2.74) is in the limit circle case if and only if $v_{\infty}<\infty$. In this case we have $P_{+}(\lambda)=i /\left[2 v_{\infty} \mathrm{im}(\lambda)\right]$ and $R_{+}(\lambda)=1 / \sqrt{2 v_{\infty}|\operatorname{im}(\lambda)| \text {. The solutions } Z_{k}(\lambda) \equiv(1,0)^{\top} \text { and }{ }^{\top} \text {. }{ }^{\top} \text {. }{ }^{\top}(\lambda)}$ $\widetilde{Z}_{k}(\lambda)=\left(\lambda v_{k}, 1\right)^{\top}$ are linearly independent with $\|Z(\lambda)\|_{\Psi}=0$ and $\|\widetilde{Z}(\lambda)\|_{\Psi}=\sqrt{v_{\infty}}$.
We note that one direction in part (ii) of Corollary 2.5.4 also follows from Corollary 2.4.19, because in this case we have $\sum_{k=0}^{\infty}\left\|\mathcal{S}_{k}-I\right\|_{1}=0$ and $\sum_{k=0}^{\infty}\left\|\Psi_{k}\right\|_{1}=v_{\infty}<\infty$.

### 2.6 Bibliographical notes

The results of this chapter (including the direct proofs of Theorem 2.4.17 and Corollary 2.4.19) were published in [A15]. Moreover, their generalization to symplectic systems on time scales was established in [A16]. In our future research we aim to construct a particular example of system $\left(\mathcal{S}_{\lambda}\right)$ mentioned in Remarks 2.4.4(i) and 2.4.21, i.e., such that $\operatorname{dim} \mathcal{N}(\lambda) \neq \operatorname{dim} \mathcal{N}(\bar{\lambda})$.

Chapter 2. Weyl-Titchmarsh theory for general linear dependence on spectral parameter $\qquad$

Perhaps the most surprising thing about mathematics is that it is so surprising. The rules which we make up at the beginning seem ordinary and inevitable, but it is impossible to foresee their consequences. These have only been found out by long study, extending over many centuries. Much of our knowledge is due to a comparatively few great mathematicians such as Newton, Euler, Gauss, Cauchy, or Riemann; few careers can have been more satisfying than theirs. They have contributed something to human thought even more lasting than great literature, since it is independent of language.

Edward Charles Titchmarsh, see [1, pg. 12]

## Chapter 3

## Jointly varying endpoints

In the previous chapter we started with the eigenvalue problem given in (2.24), which includes the separated boundary conditions. Then, by using the fundamental matrix $\Phi(\lambda)$ determined in (2.21), we developed the theory of Weyl disks and square summable solutions for system $\left(\mathcal{S}_{\lambda}\right)$. These results were achieved under the weak Atkinson condition, see Hypothesis 2.3.7, instead of the traditional strong Atkinson condition, see Hypothesis 2.4.11 and [A4], $[26,142,154]$. This is crucial and absolutely essential in the context of the results established in this chapter, where we will extend the results of Chapter 2 to problems with general jointly varying endpoints

$$
\gamma\binom{z_{0}}{z_{N+1}}=0, \quad \gamma \in \Gamma:=\left\{\gamma \in \mathbb{C}^{2 n \times 4 n} \mid \gamma \gamma^{*}=I, \gamma\left(\begin{array}{rr}
-\mathcal{J} & 0  \tag{3.1}\\
0 & \mathcal{J}
\end{array}\right) \gamma^{*}=0\right\} .
$$

The boundary conditions in (3.1) include, among others, the periodic endpoints $z_{0}=z_{N+1}$ or the antiperiodic endpoints $z_{0}=-z_{N+1}$, which could not be treated by the previous case in (2.24), see the discussion following (2.24). The method we use is based on the augmentation of system $\left(\mathcal{S}_{\lambda}\right)$ into double dimension, which leads to a problem with separated endpoints having the original boundary conditions from (3.1) as one of its constraints. This technique is known in the literature in principle (cf. [17, $87,88,92,112$, 153]), but the transformation to separated endpoints presented in this chapter is much simpler. At the same time, the transformed symplectic system no longer satisfies the corresponding strong Atkinson condition, but only its weak form. Thus, the derivation of the Weyl-Titchmarsh theory in Chapter 2 under the weak Atkinson condition is truly crucial for its further extension to jointly varying endpoints.

For this general situation, we give a characterization of eigenvalues of the eigenvalue problem determined by system ( $\mathcal{S}_{\lambda}$ ) together with the boundary conditions in (3.1), we construct the Weyl disks, their centers and matrix radii, and also focus on properties of square summable solutions. More precisely, we give an exact connection between the limit point or limit circle classification of the original system (in dimension $2 n$ ) and the augmented system (in dimension $4 n$ ). This connection reveals an interesting fact, namely that the limiting matrix radius of the augmented system has its rank at least
$n$ (see Theorem 3.1.11), and so it is never zero in the limit point case as one would expect from Theorem 2.4.3. The results of this chapter (see Theorem 3.1.2) also imply the existence of multiple eigenvalues for scalar symplectic eigenvalue problems with jointly varying endpoints. This is known e.g. for the second order discrete Sturm-Liouville problems with periodic endpoints in [105, Example 7.6] or [170, Theorem 2.2] and here we extend it to discrete symplectic systems. The transformation of jointly varying endpoints into separated endpoints will also find applications in the continuous time problems or time scales problems, see e.g. [153]. Finally, we remark that the results shown in this chapter were established as new even for special discrete symplectic systems, such as those with (2.7), the Jacobi equations and symmetric three term recurrence relations, i.e., equations (2.9) and (2.10), and also for linear Hamiltonian difference systems.

### 3.1 Weyl-Titchmarsh theory for jointly varying endpoints

Throughout this chapter we use the same notation as in Chapter 2, see Notation 2.1.2. Moreover, we emphasize the augmentation by the bold notation. For a given $\gamma \in \Gamma$ and $N \in[0, \infty)_{\mathbb{Z}}$ we consider the eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{S}_{\lambda}\right), \quad k \in[0, N]_{\mathbb{Z}}, \quad \lambda \in \mathbb{C}, \tag{3.2}
\end{equation*}
$$

The eigenvalues of (3.2) are defined as for (2.24). That is, a number $\lambda \in \mathbb{C}$ is an eigenvalue of problem (3.2) if, for this particular value $\lambda$, system $\left(S_{\lambda}\right)$ has a nontrivial solution $z(\lambda) \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{2 n}$ satisfying the boundary conditions in (3.1). In this case, $z(\lambda)$ is called an eigenfunction for $\lambda$ and the dimension of such eigenfunctions for $\lambda$ is its geometric multiplicity. As one of the main assumptions we suppose that system ( $\mathcal{S}_{\lambda}$ ) satisfies the strong Atkinson condition on a finite or infinite interval, see Hypothesis 3.1.1 below and Hypothesis 2.4.11, respectively.
Hypothesis 3.1.1 (Strong Atkinson condition - finite). The inequality in (2.25) is satisfied for every nontrivial solution $z(\lambda) \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{2 n}$ of system $\left(\mathcal{S}_{\lambda}\right)$ on the discrete interval $[0, N]_{\mathbb{Z}}$ and every $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

The results of this chapter will be formulated with the aid of a particular fundamental matrix $\Phi(\lambda)$ of system $\left(\mathcal{S}_{\lambda}\right)$ starting with the initial value $\Phi_{0}(\lambda)=-\mathcal{J}$, which corresponds to the fundamental matrix $\Phi(\lambda)$ specified in (2.21) with the choice $\alpha=(0, I)$, i.e.,

$$
\begin{equation*}
\Phi_{k+1}(\lambda)=\left(\mathcal{S}_{k}+\lambda v_{k}\right) \Phi_{k}(\lambda), \quad k \in[0, \infty)_{\mathbb{Z}}, \quad \Phi_{0}(\lambda)=-\mathcal{Z}, \quad \lambda \in \mathbb{C} . \tag{3.3}
\end{equation*}
$$

Our first result describes the orthogonality of the eigenfunctions and the multiplicity of the eigenvalues of problem (3.2). It generalizes Theorem 2.2 .3 to jointly varying endpoints, compare also with [19, Theorem 2.2]. The proofs mostly follow by direct calculations in a similar way as the corresponding results in Chapter 2. For completeness and comparison we provide alternative proofs based on the transformation in Section 3.3.
Theorem 3.1.2. Let $\gamma \in \Gamma$ be given. Then the following statements hold.
(i) A number $\lambda \in \mathbb{C}$ is an eigenvalue of problem (3.2) if and only if the matrix

$$
\begin{equation*}
L(\lambda):=\gamma\binom{-\mathcal{J}}{\Phi_{N+1}(\lambda)} \tag{3.4}
\end{equation*}
$$

is singular. In this case, the eigenfunctions corresponding to the eigenvalue $\lambda$ have the form $z(\lambda)=\Phi(\lambda) d$ on $[0, N+1]_{z}$ with a nonzero $d \in \operatorname{Ker} L(\lambda)$. Moreover, the geometric multiplicity of $\lambda$ is equal to its algebraic multiplicity, i.e., to the value of $\operatorname{dim} \operatorname{Ker} L(\lambda)$.
(ii) Under Hypothesis 3.1.1, the eigenvalues of problem (3.2) are real and the eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product $\langle\cdot, \cdot\rangle_{\Psi, N}$ defined in (2.26).

Proof. The statement follows from Theorem 3.3.5 with (3.29) and Corollary 3.3.3.
By Theorem 3.1.2, the multiplicities of the eigenvalues of problem (3.2) are at most $2 n$, compared to the separated endpoints case in Theorem 2.2.3 in which the multiplicities of the eigenvalues are at most $n$. It implies that in the scalar case (i.e., for $n=1$ ) there may exist multiple eigenvalues of problem (3.2). This phenomenon was observed in [105, Example 7.6] and later justified in [170, Theorem 2.2] for the periodic discrete SturmLiouville eigenvalue problem, see also Example 3.2.4.

Remark 3.1.3. When system $\left(\mathcal{S}_{\lambda}\right)$ has the special structure shown in (2.7), it can be deduced from [152, Corollary 4.6] that the total number of eigenvalues of (3.2) is equal to the dimension of the space of admissible functions for the associated discrete quadratic functional. In some even more special cases, such as for the second order Sturm-Liouville difference equations with periodic or antiperiodic endpoints, this exact number of the eigenvalues of problem (3.2) is derived in [170, Theorem 4.2] or [145, Theorem 4.1]. The result in [152, Corollary 4.6] is based on the Rayleigh principle for system ( $\mathcal{S}_{\lambda}$ ) with the boundary condition from (3.1), compare also with [153, Theorem 3.2], and on the fact that the space of admissible functions is independent of $\lambda$, which follows from the special structure in (2.7). As the Rayleigh principle for eigenvalue problems (3.2) is not known and the space of admissible functions is in this case not constant in $\lambda$, the question about the total number of eigenvalues of problem (3.2) remains open for the general linear dependence on $\lambda$. On the other hand, the oscillation theorem for discrete symplectic eigenvalue problems with jointly varying endpoints in [148, Theorem 6.13] yields that the total number of the eigenvalues of problem (3.2) is less or equal to $(N+3) n$.

Next we define the Weyl-Titchmarsh $\boldsymbol{M}(\lambda)$-function for problem (3.2), compare with identity (2.27). For $k \in[0, N+1]_{\mathbb{Z}}$ and $\lambda \in \mathbb{C}$ we set

$$
\begin{equation*}
\boldsymbol{M}_{k}(\lambda):=-\left[\gamma\binom{-\mathcal{J}}{\Phi_{k}(\lambda)}\right]^{-1} \gamma\binom{\mathcal{J}}{\Phi_{k}(\lambda)} \mathcal{J} \tag{3.5}
\end{equation*}
$$

whenever the inverse above exists. In particular, we can see from Theorem 3.1.2 that $\boldsymbol{M}_{k}(\lambda)$ is well defined for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and $k=N+1$, when Hypothesis 3.1.1 holds. The following statement generalizes Lemma 2.2 .5 to jointly varying endpoints.
Theorem 3.1.4. Let $\gamma \in \Gamma, \lambda \in \mathbb{C}$, and $k \in[0, \infty)_{\mathbb{Z}}$. If $\boldsymbol{M}_{k}(\lambda)$ and $\boldsymbol{M}_{k}(\bar{\lambda})$ exist, then we have $\boldsymbol{M}_{k}^{*}(\lambda)=\boldsymbol{M}_{k}(\bar{\lambda})$. Moreover, $\boldsymbol{M}_{k}(\cdot)$ is an analytic function in its argument $\lambda$.

Proof. This result follows from (3.36) and (3.33) via Lemma 2.2.5.
For any $M \in \mathbb{C}^{2 n \times 2 n}$ we define the Weyl-solution $\mathcal{X}(\lambda)$ of $\left(\mathcal{S}_{\lambda}\right)$ with values in $\mathbb{C}^{4 n \times 2 n}$ by

$$
x_{k}(\lambda):=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathcal{J} & -\mathcal{J}  \tag{3.6}\\
\Phi_{k}(\lambda) & \Phi_{k}(\lambda)
\end{array}\right)\binom{\mathcal{J}}{M} .
$$

It then follows, compare with Remark 2.2.6(i), that $\gamma \mathcal{X}_{k}(\lambda)=0$ if and only if the matrix $M$ equals to $\boldsymbol{M}_{k}(\lambda)$ defined in (3.5).

One of the central concepts of this chapter is the $\mathcal{E}(M)$-function with values in $\mathbb{C}^{2 n \times 2 n}$, through which we later on define the Weyl disks. For $M \in \mathbb{C}^{2 n \times 2 n}$ we put

$$
\begin{align*}
& \mathcal{E}_{k}(M):=i \delta(\lambda) X_{k}^{*}(\lambda)\left(\begin{array}{cc}
-\mathcal{J} & 0 \\
0 & \mathcal{J}
\end{array}\right) \boldsymbol{X}_{k}(\lambda)=\binom{\mathcal{J}}{M}^{*}\left(\begin{array}{cc}
\mathcal{F}_{k}(\lambda) & \mathcal{G}_{k}(\lambda) \\
\mathcal{S}_{k}(\lambda) & \mathcal{H}_{k}(\lambda)
\end{array}\right)\binom{\mathcal{J}}{M},  \tag{3.7}\\
& \mathcal{H}_{k}(\lambda):=\frac{1}{2} i \delta(\lambda)\left[\Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda)-\mathcal{J}, \quad \mathcal{G}_{k}(\lambda):=\mathcal{H}_{k}(\lambda)+i \delta(\lambda) \mathcal{J} .\right. \tag{3.8}
\end{align*}
$$

From $(i \mathcal{J})^{*}=i \mathcal{J}$ one can easily see that $\mathcal{E}_{k}(M), \mathcal{H}_{k}(\lambda)$, and $\mathcal{G}_{k}(\lambda)$ are Hermitian matrices. Moreover, we have $\mathscr{H}_{0}(\lambda)=0$ and the Lagrange identity in Theorem 2.1.7 implies the following crucial equalities

$$
\begin{gather*}
\mathcal{E}_{k}(M)=-2 \delta(\lambda) \operatorname{im}(M)+|\operatorname{im}(\lambda)|\left(M^{*}-\mathcal{J}\right)\left[\sum_{j=0}^{k-1} \phi_{j+1}^{*}(\lambda) \Psi_{j} \Phi_{j+1}(\lambda)\right](M+\mathcal{J}),  \tag{3.9}\\
\mathcal{H}_{k}(\lambda)=|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} \phi_{j+1}^{*}(\lambda) \Psi_{j} \Phi_{j+1}(\lambda), \tag{3.10}
\end{gather*}
$$

compare with (2.32), (2.36), (2.33), and (2.37), respectively. Since $\Phi(\lambda)$ represents a fundamental matrix of system ( $\mathcal{S}_{\lambda}$ ), equality (3.10) justifies the following result.
Theorem 3.1.5. If Hypothesis 2.4.11 holds, then the matrix $\mathcal{H}_{k}(\lambda)$ is positive definite for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and $k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$. In addition, for such $k$ we have (suppressing the argument $\lambda$ )

$$
\begin{equation*}
\mathcal{E}_{k}(M)=-\mathcal{J}\left(\mathcal{H}_{k}-\mathcal{G}_{k} \mathcal{H}_{k}^{-1} \mathcal{G}_{k}\right) \mathcal{J}+\left(M^{*}-\mathcal{J} \mathcal{G}_{k} \mathcal{H}_{k}^{-1}\right) \mathcal{H}_{k}\left(M+\mathcal{H}_{k}^{-1} \mathcal{G}_{k} \mathcal{J}\right) . \tag{3.11}
\end{equation*}
$$

Proof. The invertibility of $\mathcal{H}_{k}(\lambda)$ for all $k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$ follows from (3.10) and Hypothesis 2.4.11. Moreover, identity (3.11) is a consequence of (3.37) and (3.39).

For any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ we now define the Weyl disk $\boldsymbol{D}_{k}(\lambda)$ and the Weyl circle $\boldsymbol{C}_{k}(\lambda)$ as

$$
D_{k}(\lambda):=\left\{M \in \mathbb{C}^{2 n \times 2 n} \mid \mathcal{E}_{k}(M) \leq 0\right\} \quad \text { and } \quad C_{k}(\lambda):=\left\{M \in \mathbb{C}^{2 n \times 2 n} \mid \mathcal{E}_{k}(M)=0\right\},
$$

compare with Definition 2.3.1. The following result provides some properties of the elements in $\boldsymbol{D}_{k}(\lambda)$ and $\boldsymbol{C}_{k}(\lambda)$. It is a generalization of Theorems 2.3.2 and 2.3.3 to jointly varying endpoints.
Theorem 3.1.6. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}, k \in[0, \infty)_{\mathbb{Z}}$, and $M \in \mathbb{C}^{2 n \times 2 n}$. Then the following hold.
(i) The matrix $M \in \boldsymbol{C}_{k}(\lambda)$ if and only if there exists $\gamma \in \Gamma$ such that $\gamma \boldsymbol{X}_{k}(\lambda)=0$. In this case, we have with such a matrix $\gamma$ that $M=\boldsymbol{M}_{k}(\lambda)$, whenever the matrix $\boldsymbol{M}_{k}(\lambda)$ exists.
(ii) The matrix $M$ satisfies $\mathcal{E}_{k}(M)<0$ if and only if there exists $\gamma \in \mathbb{C}^{2 n \times 4 n}$ such that $i \delta(\lambda) \gamma\left(\begin{array}{cc}-\mathrm{g} & 0 \\ 0 & \mathrm{~g}\end{array}\right) \gamma^{*}>0$ and $\gamma \boldsymbol{x}_{k}(\lambda)=0$. In this case, we have with such a matrix $\gamma$ that $M=\boldsymbol{M}_{k}(\lambda)$, whenever the matrix $\boldsymbol{M}_{k}(\lambda)$ exists, and $\gamma$ can be chosen so that $\gamma \gamma^{*}=I$.
(iii) We have $\mathcal{E}_{k}(-\mathcal{J})=-2 \delta(\lambda) i \mathcal{J}$, i.e., $-\mathcal{J} \notin \boldsymbol{D}_{k}(\lambda)$.

Proof. Statements (i) and (ii) follow by Theorems 2.3.2 and 2.3.3 from the facts that the sets $D_{k}(\lambda)$ and $C_{k}(\lambda)$ coincide respectively with the Weyl disk and Weyl circle in (3.38). Statement (iii) is verified by direct calculation from (3.7), because the matrix $i f$ is indefinite.

The center $\boldsymbol{P}_{k}(\lambda)$ and the matrix radius $\boldsymbol{R}_{k}(\lambda)$ of the Weyl disk $\boldsymbol{D}_{k}(\lambda)$ are defined as the $2 n \times 2 n$ matrices

$$
\begin{equation*}
P_{k}(\lambda):=-\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda) \mathcal{J}=-\mathcal{J}+i \delta(\lambda) \mathcal{H}_{k}^{-1}(\lambda) \quad \text { and } \quad \boldsymbol{R}_{k}(\lambda):=\mathcal{H}_{k}^{-1 / 2}(\lambda), \tag{3.12}
\end{equation*}
$$

whenever $\mathcal{H}_{k}(\lambda)$ is invertible, i.e., whenever $\mathcal{H}_{k}(\lambda)>0$, compare with (2.42). Note that from (3.8) and (1.5) we get the series expansion

$$
P_{k}(\lambda)=-\mathcal{J}+2 \mathcal{J} \sum_{j=0}^{\infty}\left[-\Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda) \mathcal{J}\right]^{j}, \quad \text { when } \operatorname{sprad} \Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda) \mathcal{J}<1 .
$$

The following theorem provides the most important geometric properties of the Weyl disks, including their nested property, closedness, and convexity. It is a generalization of Theorems 2.3.6 and 2.3.8 to the case of jointly varying endpoints. Hence we denote by $\mathbb{U}$ and $\mathbb{V}$ the sets of all unitary and contractive $2 n \times 2 n$ complex matrices, respectively, i.e.,

$$
\begin{equation*}
\mathbb{U}:=\left\{U \in \mathbb{C}^{2 n \times 2 n} \mid U^{*} U=I\right\} \text { and } \mathbb{V}:=\left\{V \in \mathbb{C}^{2 n \times 2 n} \mid V^{*} V \leq I\right\} . \tag{3.13}
\end{equation*}
$$

Theorem 3.1.7. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Then $\boldsymbol{D}_{k}(\lambda) \subseteq \boldsymbol{D}_{j}(\lambda)$ for every $k, j \in[0, \infty)_{\mathbb{Z}}$ with $k \geq j$. In addition, under Hypothesis 2.4.11 we have for every $k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$ the representations

$$
\begin{aligned}
\boldsymbol{D}_{k}(\lambda) & =\left\{\boldsymbol{P}_{k}(\lambda)+\boldsymbol{R}_{k}(\lambda) V \boldsymbol{R}_{k}(\bar{\lambda}) \mid V \in \mathbb{V}\right\}, \\
\boldsymbol{C}_{k}(\lambda) & =\left\{\boldsymbol{P}_{k}(\lambda)+\boldsymbol{R}_{k}(\lambda) U \boldsymbol{R}_{k}(\bar{\lambda}) \mid U \in \mathbb{U}\right\} .
\end{aligned}
$$

Consequently, the Weyl disks $\boldsymbol{D}_{k}(\lambda)$ are closed and convex for every $k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$.
Proof. The result follows from (3.40), (3.41), and (3.42) combined with Corollary 3.3.4.
The latter theorem implies that the intersection of all Weyl disks $\boldsymbol{D}_{k}(\lambda)$ over the discrete interval $\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$ is a nonempty, closed, and convex set. This yields that the limiting Weyl disk has the form

$$
\boldsymbol{D}_{+}(\lambda):=\bigcap_{k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}} \boldsymbol{D}_{k}(\lambda)=\left\{\boldsymbol{P}_{+}(\lambda)+\boldsymbol{R}_{+}(\lambda) V \boldsymbol{R}_{+}(\bar{\lambda}) \mid V \in \mathbb{V}\right\},
$$

where $\boldsymbol{P}_{+}(\lambda)$ and $\boldsymbol{R}_{+}(\lambda)$ are the $2 n \times 2 n$ matrices defined by

$$
\begin{equation*}
\boldsymbol{P}_{+}(\lambda):=\lim _{k \rightarrow \infty} \boldsymbol{P}_{k}(\lambda), \quad \boldsymbol{R}_{+}(\lambda):=\lim _{k \rightarrow \infty} R_{k}(\lambda) \geq 0 . \tag{3.14}
\end{equation*}
$$

They are called the center and the matrix radius of the limiting Weyl disk $\boldsymbol{D}_{+}(\lambda)$, compare with Definition 2.3.10. Note that the convergence of $\boldsymbol{P}_{k}(\lambda)$ and $\boldsymbol{R}_{k}(\lambda)$ can be seen from their definitions given in (3.12) and equality (3.10).
Remark 3.1.8. If $\mathcal{H}_{+}^{\operatorname{inv}}(\lambda)$ denotes the limit of $\mathcal{H}_{k}^{-1}(\lambda)$ as $k \rightarrow \infty$, which exists by (3.10), then the formulas in (3.14) for the center and matrix radius of the limiting Weyl disk reduce to

$$
\begin{equation*}
\boldsymbol{P}_{+}(\lambda)=-\mathcal{\partial}+i \delta(\lambda) \mathcal{H}_{+}^{\text {inv }}(\lambda), \quad \boldsymbol{R}_{+}(\lambda)=\left[\mathcal{K}_{+}^{\text {inv }}(\lambda)\right]^{1 / 2} . \tag{3.15}
\end{equation*}
$$

The next result is a generalization of Corollary 2.3.12 to jointly varying endpoints. Note that as in Theorem 3.1.6(iii) we have $-\mathcal{\partial} \notin \boldsymbol{D}_{+}(\lambda)$.

Theorem 3.1.9. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}, M \in \mathbb{C}^{2 n \times 2 n}$, and suppose that Hypothesis 2.4.11 holds. Then $M$ belongs to the limiting Weyl disk $\boldsymbol{D}_{+}(\lambda)$ if and only if

$$
\left(M^{*}-\mathcal{J}\right)\left[\sum_{k=0}^{\infty} \Phi_{k+1}^{*}(\lambda) \Psi_{k} \Phi_{k+1}(\lambda)\right](M+\mathcal{J}) \leq \frac{2 \operatorname{im}(M)}{\operatorname{im}(\lambda)} .
$$

Proof. This statement follows from (3.9), or alternatively by Corollary 2.3.12 from (3.43) and the definition of the Weyl solution in (3.36) and (3.33).

Remark 3.1.10. The limiting Weyl circle $C_{+}(\lambda)$ can be introduced as the boundary of the limiting Weyl disk $D_{+}(\lambda)$. Then $M \in C_{+}(\lambda)$ if and only if any of the following two equivalent conditions hold, compare with Remark 2.3.17(ii),

$$
\begin{gathered}
\left(M^{*}-\mathcal{\gamma}\right)\left[\sum_{k=0}^{\infty} \Phi_{k+1}^{*}(\lambda) \Psi_{k} \Phi_{k+1}(\lambda)\right](M+\mathcal{J})=\frac{2 \operatorname{im}(M)}{\operatorname{im}(\lambda)}, \\
\lim _{k \rightarrow \infty} X_{k}^{*}(\lambda)\left(\begin{array}{cc}
-\mathcal{J} & 0 \\
0 & \mathcal{J}
\end{array}\right) \boldsymbol{X}_{k}(\lambda)=0 .
\end{gathered}
$$

Finally, let us discuss some properties of square summable solutions of system ( $\mathcal{S}_{\lambda}$ ). The following result is quite surprising in the sense that one would expect to have $\boldsymbol{R}_{+}(\lambda)=0$ in the limit point case, see Theorem 2.4.3. To the contrary, due to the augmented structure of the matrix $\boldsymbol{R}_{+}(\lambda)$, which has dimension $2 n$, it is the rank of $\boldsymbol{R}_{+}(\lambda)$ alone which determines the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, compare with Theorem 2.4.8. In the result below we show that $\operatorname{rank} \boldsymbol{R}_{+}(\lambda) \geq n$, so that the equality $\operatorname{rank} \boldsymbol{R}_{+}(\lambda)=n$ must necessarily hold in the limit point case. This fact is stated in Corollary 3.1.12 below and also illustrated in Example 3.2.6.
Theorem 3.1.11. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and suppose that Hypothesis 2.4.11 holds. Then system $\left(\mathcal{S}_{\lambda}\right)$ has exactly $\operatorname{rank} \boldsymbol{R}_{+}(\lambda)$ linearly independent square summable solutions, i.e.,

$$
\begin{equation*}
n \leq \operatorname{dim} \mathcal{N}(\lambda)=\operatorname{rank} \boldsymbol{R}_{+}(\lambda) \leq 2 n \tag{3.16}
\end{equation*}
$$

Proof. The statement in (3.16) is proven in Theorem 3.3.6 and (3.44).
The meaning of Theorem 3.1.11 can be explained also directly from (3.10) and Remark 3.1.8. In particular, by (3.15), the rank of $\boldsymbol{R}_{+}(\lambda)$ is equal to the number of positive eigenvalues of the matrix $\mathcal{H}_{+}^{\text {inv }}(\lambda)$ from Remark 3.1.8 and this number is the same as the number of the eigenvalues of $\mathcal{H}_{k}(\lambda)$, which tend to a finite limit as $k \rightarrow \infty$. Consequently, equality (3.10) shows that it is equal to the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$.
Corollary 3.1.12. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and suppose that Hypothesis 2.4.11 holds. Then system $\left(\mathcal{S}_{\lambda}\right)$ is in the limit point case if and only if $\operatorname{rank} \boldsymbol{R}_{+}(\lambda)=n$, while $\left(\mathcal{S}_{\lambda}\right)$ is in the limit circle case if and only if $\operatorname{rank} \boldsymbol{R}_{+}(\lambda)=2 n$.

### 3.2 Examples

Now we examine several examples which illustrate the theory presented in the previous section. In particular, we consider the periodic and antiperiodic boundary conditions as in [153, Remark 6.17] and the corresponding $M(\lambda)$-function.

Example 3.2.1. For the periodic endpoints $z_{0}=z_{N+1}$ we take $\gamma=\frac{1}{\sqrt{2}}(\mathcal{J},-\mathcal{J}) \in \Gamma$. In this case, the matrix in (3.4) is

$$
L(\lambda)=\frac{1}{\sqrt{2}} \mathcal{J}\left[\Phi_{N+1}(\lambda)+\mathcal{J}\right]
$$

Then, by Theorem 3.1.2, a number $\lambda \in \mathbb{C}$ is an eigenvalue of problem (3.2) if and only if the matrix $\Phi_{N+1}(\lambda)+\mathcal{J}$ is singular, and the number $\operatorname{dim} \operatorname{Ker}\left[\Phi_{N+1}(\lambda)+\mathcal{J}\right]$ is its multiplicity. Moreover, the $\boldsymbol{M}(\lambda)$-function in (3.5) reduces to

$$
\begin{equation*}
\boldsymbol{M}_{k}^{[p]}(\lambda)=-\left[\Phi_{k}(\lambda)+\mathcal{J}\right]^{-1}\left[\Phi_{k}(\lambda)-\mathcal{J}\right] \mathcal{J} . \tag{3.17}
\end{equation*}
$$

Example 3.2.2. For the antiperiodic endpoints $z_{0}=-z_{N+1}$ we take $\gamma=\frac{1}{\sqrt{2}}(\mathcal{J}, \mathcal{J}) \in \Gamma$. In this case we have

$$
L(\lambda)=\frac{1}{\sqrt{2}} \mathcal{J}\left[\Phi_{N+1}(\lambda)-\mathcal{J}\right]
$$

and, by Theorem 3.1.2, a number $\lambda \in \mathbb{C}$ is an eigenvalue of problem (3.2) if and only if the matrix $\Phi_{N+1}(\lambda)-\mathcal{J}$ is singular. The multiplicity of $\lambda$ is then $\operatorname{dim} \operatorname{Ker}\left[\Phi_{N+1}(\lambda)-\mathcal{J}\right]$. In addition, the $\boldsymbol{M}(\lambda)$-function in (3.5) now has the form

$$
\begin{equation*}
\boldsymbol{M}_{k}^{[a p]}(\lambda)=-\left[\Phi_{k}(\lambda)-\mathcal{J}\right]^{-1}\left[\Phi_{k}(\lambda)+\mathcal{J}\right] \mathcal{J} \tag{3.18}
\end{equation*}
$$

The $\boldsymbol{M}(\lambda)$-functions $\boldsymbol{M}_{k}^{[p]}(\lambda)$ and $\boldsymbol{M}_{k}^{[a p]}(\lambda)$ from (3.17) and (3.18) for the periodic and antiperiodic endpoints are closely related, as we show in the next interesting statement. Let $\Lambda_{p}$ be the set of all eigenvalues of the periodic problem (3.2) with $\gamma=\gamma_{p}$ from Example 3.2.1. Similarly, let $\Lambda_{a p}$ be the set of all eigenvalues of the antiperiodic problem (3.2) with $\gamma=\gamma_{a p}$ from Example 3.2.2. Then by Theorem 3.1.2(ii) we have $\Lambda_{p} \cup \Lambda_{a p} \subseteq \mathbb{R}$ under Hypothesis 3.1.1.
Corollary 3.2.3. Let $k \in[0, N+1]_{\mathbb{Z}}$ and $\lambda \in \mathbb{C}$ be fixed. The matrices $\boldsymbol{M}_{k}^{[p]}(\lambda)$ and $\boldsymbol{M}_{k}^{[a p]}(\lambda)$ given in (3.17) and (3.18) satisfy the following conditions.
(i) If $\Phi_{k}(\lambda)+\mathcal{J}$ is invertible, then $\operatorname{rank} \boldsymbol{M}_{k}^{[p]}(\lambda)=\operatorname{rank}\left[\Phi_{k}(\lambda)-\mathcal{J}\right]$. In particular, this equality holds at $k=N+1$ for every $\lambda \notin \Lambda_{p}$.
(ii) If $\Phi_{k}(\lambda)-\mathcal{J}$ is invertible, then $\operatorname{rank} \boldsymbol{M}_{k}^{[a p]}(\lambda)=\operatorname{rank}\left[\Phi_{k}(\lambda)+\mathcal{J}\right]$. In particular, this equality holds at $k=N+1$ for every $\lambda \notin \Lambda_{\text {ap }}$.
(iii) If $\Phi_{k}(\lambda)+\mathcal{J}$ and $\Phi_{k}(\lambda)-\mathcal{J}$ are invertible, then $\boldsymbol{M}_{k}^{[p]}(\lambda)$ and $\boldsymbol{M}_{k}^{[p p]}(\lambda)$ are also invertible and satisfy the equalities

$$
\left[\boldsymbol{M}_{k}^{[p]}(\lambda) \mathcal{J}\right]^{-1}=\boldsymbol{M}_{k}^{[p p]}(\lambda) \mathcal{J} \quad \text { and } \quad \operatorname{det} \boldsymbol{M}_{k}^{[p]}(\lambda) \times \operatorname{det} \boldsymbol{M}_{k}^{[a p]}(\lambda)=1
$$

In particular, these equalities hold at $k=N+1$ for every $\lambda \notin \Lambda_{p} \cup \Lambda_{a p}$.
As an addendum to Corollary 3.2.3 we derive the series representations for $\boldsymbol{M}_{k}^{[p]}(\lambda)$ and $\boldsymbol{M}_{k}^{[a p]}(\lambda)$. If we expand the inverses in (3.17) and (3.18) by (1.5), then under the condition $\operatorname{sprad} \Phi_{k}(\lambda) \mathcal{J}<1$ we obtain

$$
\boldsymbol{M}_{k}^{[p]}(\lambda)=2 \mathcal{J}\left(\sum_{j=0}^{\infty}\left[\Phi_{k}(\lambda) \mathcal{J}\right]^{j}\right)-\mathcal{J} \quad \text { and } \quad \boldsymbol{M}_{k}^{[a p]}(\lambda)=2 \mathcal{J}\left(\sum_{j=0}^{\infty}\left[-\Phi_{k}(\lambda) \mathcal{J}\right]^{j}\right)-\mathcal{J}
$$

Now, we illustrate our results on the scalar symplectic system

$$
z_{k+1}(\lambda)=\left(\begin{array}{cc}
1 & 1  \tag{3.19}\\
-\lambda & 1-\lambda
\end{array}\right) z_{k}(\lambda) \quad \text { with } \quad \Psi_{k} \equiv \Psi:=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

i.e., $\mathcal{S}_{k} \equiv\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ and $\mathcal{V}_{k} \equiv\left(\begin{array}{rr}0 & 0 \\ -1 & -1\end{array}\right)$. This system corresponds to the second order SturmLiouville difference equation (2.8) with $m=n=1, P_{k}^{[1]}=\mathcal{W}_{k} \equiv 1$, and $P_{k}^{[0]} \equiv 0$, i.e.,

$$
\begin{equation*}
-\Delta\left(p_{k} \Delta y_{k}\right)+q_{k} y_{k+1}=\lambda w_{k} y_{k+1}, \quad \text { where } p_{k}=w_{k} \equiv 1, q_{k} \equiv 0 \tag{3.20}
\end{equation*}
$$

System (3.19) satisfies the strong Atkinson condition in Hypothesis 3.1.1 or 2.4.11 with $N_{3}=1$, as can be easily verified.
Example 3.2.4. Let us consider the scalar eigenvalue problem with periodic endpoints

$$
\begin{equation*}
(3.19), \quad k \in[0,3]_{\mathbb{Z}}, \quad z_{0}=z_{4} \tag{3.21}
\end{equation*}
$$

i.e., we look for the solutions of system (3.19) with period 4. This problem corresponds to the periodic Sturm-Liouville eigenvalue problem (3.20) with $k \in[0,3]_{\mathbb{Z}}$ and $y_{0}=y_{4}$, $\Delta y_{0}=\Delta y_{4}$, which was studied in [105, Example 7.6]. It was shown in the latter reference that $\lambda=2$ is a double eigenvalue of problem (3.21) by finding two linearly independent eigenfunctions. The results in Theorem 3.1.2 and Example 3.2.1 confirm this conclusion. The fundamental matrix $\Phi(\lambda)$ from (3.3) now satisfies

$$
\begin{gather*}
\Phi_{2}(\lambda)=\left(\begin{array}{cc}
-\lambda+2 & \lambda-1 \\
\lambda^{2}-3 \lambda+1 & -\lambda^{2}+2 \lambda
\end{array}\right)  \tag{3.22}\\
\Phi_{4}(\lambda)=\left(\begin{array}{cc}
-\lambda^{3}+6 \lambda^{2}-10 \lambda+4 & \lambda^{3}-5 \lambda^{2}+6 \lambda-1 \\
\lambda^{4}-7 \lambda^{3}+15 \lambda^{2}-10 \lambda+1 & -\lambda^{4}+6 \lambda^{3}-10 \lambda^{2}+4 \lambda
\end{array}\right) . \tag{3.23}
\end{gather*}
$$

This yields that $\operatorname{det}\left[\Phi_{4}(\lambda)+\mathcal{J}\right]=-\lambda(\lambda-4)(\lambda-2)^{2}$. Thus, by Theorem 3.1.2 and Example 3.2.1, $\lambda=2$ is indeed a double eigenvalue of problem (3.21), and the columns of $\Phi(2)$ are the two linearly independent eigenfunctions. Note that it holds $\Phi_{4}(2)=-\mathcal{J}=\Phi_{0}(2)$. The other eigenvalues of problem (3.21) are $\lambda=0$ with the eigenfunction $\Phi(0)(0,1)^{\top}$ and $\lambda=4$ with the eigenfunction $\Phi(4)(2,1)^{\top}$.
Example 3.2.5. Let us consider again system (3.19), but now only on the interval [0,2] $\mathbb{Z}_{\mathbb{Z}}$ and with the antiperiodic boundary conditions $z_{0}=-z_{2}$. From equality (3.22) we see that $\operatorname{det}\left[\Phi_{2}(\lambda)-\mathcal{J}\right]=(\lambda-2)^{2}$. Hence, by Theorem 3.1.2 and Example 3.2.2, $\lambda=2$ is a double eigenvalue of this problem with the columns of $\Phi(2)$ as the two linearly independent eigenfunctions. Note that it holds $\Phi_{2}(2)=\mathcal{J}=-\Phi_{0}(2)$. This problem then does not have any other eigenvalues.

In the last example we calculate the rank of the limiting radius $\boldsymbol{R}_{+}(\lambda)$ and compare it with the corresponding number of linearly independent square summable solutions.
Example 3.2.6. We examine system (3.19) on the discrete interval $[0, \infty)_{\mathbb{Z}}$ with a particular choice of $\lambda_{0} \in \mathbb{C} \backslash \mathbb{R}$. We show that system (3.19) with $\lambda=\lambda_{0}$ is in the limit point case, so that by Corollary 2.4.22 it is in the limit point case for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$. Let $\lambda_{0}=2+2 i \sqrt{3}$, i.e., system (3.19) reduces to the second order difference equation $y_{k+2}+2 i \sqrt{3} y_{k+1}+y_{k}=0$ on $[0, \infty)_{\mathbb{Z}}$. The roots of the corresponding characteristic polynomial are $v_{ \pm}:=( \pm 2-\sqrt{3}) i$, so that the fundamental matrix $\Phi(\lambda)$ of system (3.19) satisfying (3.3) has the form

$$
\Phi_{k}\left(\lambda_{0}\right)=\left(\begin{array}{cc}
v_{+}^{k} & v_{-}^{k}  \tag{3.24}\\
v_{+}^{k}\left(v_{+}-1\right) & v_{-}^{k}\left(v_{-}-1\right)
\end{array}\right) T, \quad \text { where } \quad T:=\frac{1}{4}\left(\begin{array}{cc}
-i & -2-\sqrt{3}+i \\
i & -2+\sqrt{3}-i
\end{array}\right)
$$

By (3.10), we obtain with $\mu_{ \pm}:=\left|v_{ \pm}\right|^{2}=7 \mp 4 \sqrt{3}$ that

$$
\mathcal{H}_{k}\left(\lambda_{0}\right)=2 \sqrt{3} T^{*} \sum_{j=0}^{k-1}\left(\begin{array}{cc}
\left|v_{+}\right|^{2 j+2} & \left(\bar{v}_{+} v_{-}\right)^{j+1} \\
\left(v_{+} \bar{v}_{-}\right)^{j+1} & \left|v_{-}\right|^{j+2}
\end{array}\right) T=2 \sqrt{3} T^{*} \sum_{j=0}^{k-1}\left(\begin{array}{ll}
\left(\mu_{+}\right)^{j+1} & (-1)^{j+1} \\
(-1)^{j+1} & \left(\mu_{-}\right)^{j+1}
\end{array}\right) T .
$$

Since each entry of $\mathcal{H}_{k}\left(\lambda_{0}\right)$ represents a geometric series, it can be evaluated explicitly as

$$
\mathcal{H}_{k}\left(\lambda_{0}\right)=2 \sqrt{3} T^{*}\left(\begin{array}{cc}
\left(\mu_{+}\right)\left[1-\left(\mu_{+}\right)^{k}\right] /\left(1-\mu_{+}\right) & {\left[(-1)^{k}-1\right] / 2} \\
{\left[(-1)^{k}-1\right] / 2} & \left(\mu_{-}\right)\left[1-\left(\mu_{-}\right)^{k}\right] /\left(1-\mu_{-}\right)
\end{array}\right) T .
$$

Therefore, the matrix $\mathscr{H}_{k}\left(\lambda_{0}\right)$ is indeed invertible (and positive definite) on the discrete interval $\left[N_{3}+1, \infty\right)_{\mathbb{Z}}=[2, \infty)_{\mathbb{Z}}$ and, by Remark 3.1.8, we have

$$
\begin{gathered}
\mathcal{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)=\lim _{k \rightarrow \infty} \mathcal{H}_{k}^{-1}\left(\lambda_{0}\right)=\left(\begin{array}{cc}
4 & 2+\sqrt{3}-i \\
2+\sqrt{3}+i & 2+\sqrt{3}
\end{array}\right), \\
P_{+}\left(\lambda_{0}\right)=-\mathcal{J}+i \mathcal{H}_{+}^{\mathrm{inv}}\left(\lambda_{0}\right)=\left(\begin{array}{cc}
4 i & (2+\sqrt{3}) i \\
(2+\sqrt{3}) i & (2+\sqrt{3}) i
\end{array}\right) .
\end{gathered}
$$

The matrix $\boldsymbol{R}_{+}\left(\lambda_{0}\right)$ can also be calculated explicitly by (3.15), but it is not really important. We can find the eigenvalues of $\boldsymbol{R}_{+}\left(\lambda_{0}\right)$ as the nonnegative square roots of the eigenvalues of $\mathcal{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)$. Namely, since the eigenvalues of the matrix $\mathcal{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)$ are 0 and $6+\sqrt{3}$, we obtain $\operatorname{rank} \boldsymbol{R}_{+}\left(\lambda_{0}\right)=1$ and system (3.19) is in the limit point case, by Corollary 3.1.12. The square summable solution of (3.19) is then given as the second component of the columns of the Weyl solution $X_{+}\left(\lambda_{0}\right)$ from (3.6) with $M=P_{+}\left(\lambda_{0}\right)$. That is, the columns of the matrix $\Phi\left(\lambda_{0}\right) \times \mathcal{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)$ are square summable. But since $\mathcal{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)$ is singular, it follows that the square summable solutions of (3.19) are generated by exactly one column of the matrix $\Phi\left(\lambda_{0}\right) \times \mathscr{H}_{+}^{\text {inv }}\left(\lambda_{0}\right)$. On the other hand, since $\left|v_{+}\right|<1$, one can identify the first column of $\Phi\left(\lambda_{0}\right) \times T^{-1}$ in (3.24) as the square summable solution of (3.19).

### 3.3 Augmented symplectic system

We will show that problem (3.2) is equivalent to a certain eigenvalue problem in dimension $4 n$ with separated endpoints. At first, let us define the $4 n \times 4 n$ matrices

$$
\begin{gather*}
\boldsymbol{S}_{k}:=\left(\begin{array}{cc}
I & 0 \\
0 & \mathcal{S}_{k}
\end{array}\right), \quad \boldsymbol{v}_{k}:=\left(\begin{array}{cc}
0 & 0 \\
0 & \nu_{k}
\end{array}\right), \quad \boldsymbol{\Psi}_{k}:=\left(\begin{array}{cc}
0 & 0 \\
0 & \Psi_{k}
\end{array}\right) \geq 0,  \tag{3.25}\\
\boldsymbol{\Phi}_{k}(\lambda):=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathcal{J} & -\mathcal{J} \\
\Phi_{k}(\lambda) & \Phi_{k}(\lambda)
\end{array}\right), \quad \mathcal{J}:=\left(\begin{array}{cc}
-\mathcal{J} & 0 \\
0 & \mathcal{J}
\end{array}\right), \quad \mathcal{K}:=\left(\begin{array}{ll}
0 & \mathcal{J} \\
\mathfrak{J} & 0
\end{array}\right), \tag{3.26}
\end{gather*}
$$

where $\Phi(\lambda)$ is the fundamental matrix of system ( $\mathcal{S}_{\lambda}$ ) specified in (3.3). Then one can easily verify that $\mathfrak{J}^{*}=-\mathfrak{J}=\mathfrak{J}^{-1}, \mathfrak{K}^{*}=-\mathcal{K}=\mathcal{K}^{-1}$, and

$$
\mathcal{S}_{k}^{*} \mathcal{J} \mathcal{S}_{k}=\mathcal{J}, \quad \mathcal{S}_{k}^{*} \mathcal{J} \mathcal{V}_{k} \text { is Hermitian, } \quad \mathcal{V}_{k}^{*} \mathcal{J} \mathcal{V}_{k}=0, \quad \boldsymbol{\Psi}_{k}=\mathfrak{J} \mathcal{V}_{k} \mathcal{J} \mathcal{S}_{k}^{*} \mathcal{J}
$$

With this setting, we introduce the augmented symplectic system

$$
z_{k+1}(\lambda)=\left(\boldsymbol{S}_{k}+\lambda v_{k}\right) z_{k}(\lambda) .
$$

It follows that $\boldsymbol{\Phi}(\lambda)$ is a fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$, because

$$
\boldsymbol{\Phi}_{k}(\lambda)=\left(\begin{array}{cc}
I & 0 \\
0 & \Phi_{k}(\lambda) \mathcal{J}
\end{array}\right) Q \quad \text { with } Q:=\boldsymbol{\Phi}_{0}(\lambda)=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\mathcal{J} & -\mathcal{J} \\
-\mathcal{J} & -\mathcal{J}
\end{array}\right) \text { and } \operatorname{det} Q=1 \text {, }
$$

Moreover, by analogy with Lemma 2.1.6 we obtain on $[0, \infty)_{\mathbb{Z}}$ the identities

$$
\boldsymbol{\Phi}_{k}^{*}(\lambda) \mathcal{J} \boldsymbol{\Phi}_{k}(\bar{\lambda})=\mathcal{K}, \quad \boldsymbol{\Phi}_{k}(\bar{\lambda}) \mathcal{K} \boldsymbol{\Phi}_{k}^{*}(\lambda)=\mathcal{J}, \quad \text { and } \quad \boldsymbol{\Phi}_{0}^{*}(\lambda) \boldsymbol{\Phi}_{0}(\lambda)=I .
$$

Note that the latter equality means that the matrix $\Phi_{0}(\lambda)$ is unitary. The double size of system $\left(\mathcal{S}_{\lambda}\right)$ implies that we consider all vector solutions $\boldsymbol{z}(\lambda)$ of system $\left(\mathcal{S}_{\lambda}\right)$ in dimension $4 n$ and matrix-valued solutions $\mathbf{Z}(\lambda)$ of system ( $\mathcal{S}_{\lambda}$ ) in dimension $4 n \times 2 n$. It then follows that they have the form

$$
z_{k}(\lambda)=\binom{d}{z_{k}(\lambda)} \quad \text { and } \quad Z_{k}(\lambda)=\left(\begin{array}{cc}
D & E  \tag{3.27}\\
Z_{k}^{[1]}(\lambda) & Z_{k}^{[2]}(\lambda)
\end{array}\right)
$$

where $d \in \mathbb{C}^{n}$ and $D, E \in \mathbb{C}^{2 n \times n}$ are constant, while the sequences $z(\lambda) \in \mathbb{C}\left([0, \infty)_{Z}\right)^{2 n}$ and $Z^{[1]}(\lambda), Z^{[2]}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ solve system ( $\left.\mathcal{S}_{\lambda}\right)$. It turns out that the main properties of system $\left(\mathcal{S}_{\lambda}\right)$ and its solutions, such as those in Section 2.1 or [A4, Section 2], are preserved for the augmented system $\left(\mathcal{S}_{\lambda}\right)$. In particular, the coefficients of system $\left(\mathcal{S}_{\lambda}\right)$ satisfy the following identities

$$
\left(\mathcal{S}_{k}+\lambda \mathcal{V}_{k}\right)^{*} \mathcal{J}\left(\mathcal{S}_{k}+\bar{\lambda} \mathcal{V}_{k}\right)=\mathcal{J}, \quad\left(\mathcal{S}_{k}+\lambda \mathcal{V}_{k}\right)^{-1}=-\mathcal{J}\left(\mathcal{S}_{k}^{*}+\lambda \mathcal{V}_{k}^{*}\right) \mathcal{J},
$$

and we have also the Lagrange identity for two $4 n \times m$ matrix solutions of systems ( $\boldsymbol{S}_{\lambda}$ ) and $\left(\mathcal{S}_{v}\right)$, i.e., for all $\lambda, v \in \mathbb{C}$ and $k \in[0, \infty)_{\mathbb{Z}}$ it holds

$$
\begin{equation*}
\boldsymbol{Z}_{k+1}^{*}(\lambda) \mathcal{J} \boldsymbol{Z}_{k+1}(v)=\mathbf{Z}_{0}^{*}(\lambda) \mathcal{J} \mathbf{Z}_{0}(v)+(\bar{\lambda}-v) \sum_{j=0}^{k} \boldsymbol{Z}_{j+1}^{*}(\lambda) \boldsymbol{\Psi}_{j} \boldsymbol{Z}_{j+1}(v) \tag{3.28}
\end{equation*}
$$

Given $\gamma \in \Gamma$ from (3.1), we define the $2 n \times 4 n$ matrices $\alpha, \beta \in \Gamma:=\Gamma$ by

$$
\alpha:=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
-I & I \tag{3.29}
\end{array}\right) \quad \text { and } \quad \beta:=\gamma .
$$

Since vector solutions of system $\left(\mathcal{S}_{\lambda}\right)$ can be written as in (3.27), the choice of $\boldsymbol{\alpha}$ in (3.29) implies that the solutions of $\left(\mathcal{S}_{\lambda}\right)$ satisfying $\alpha z_{0}(\lambda)=0$ have necessarily the form

$$
\begin{equation*}
z_{k}(\lambda)=\binom{z_{0}(\lambda)}{z_{k}(\lambda)} \tag{3.30}
\end{equation*}
$$

where $z(\lambda) \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n}$ solves system ( $\mathcal{S}_{\lambda}$ ). Conversely, every solution $z(\lambda)$ of system $\left(\mathcal{S}_{\lambda}\right)$ yields through formula (3.30) a solution $z(\lambda)$ of system $\left(\mathcal{S}_{\lambda}\right)$ such that $\alpha z_{0}(\lambda)=0$. Therefore, the original eigenvalue problem (3.2) is equivalent to the augmented eigenvalue problem with separated endpoints

$$
\begin{equation*}
\left(\mathcal{S}_{\lambda}\right), \quad k \in[0, N]_{\mathbb{Z}}, \quad \lambda \in \mathbb{C}, \quad \alpha z_{0}=0, \quad \beta z_{N+1}=0 \tag{3.31}
\end{equation*}
$$

In addition, the form of $\boldsymbol{\Psi}_{k}$ in (3.25) implies that the semi-norm of any augmented solution $z(\lambda)$ is the same as the semi-norm of the corresponding solution $z(\lambda)$, because

$$
\begin{equation*}
\langle z, \tilde{z}\rangle_{\Psi, N}:=\sum_{k=0}^{N} z_{k+1}^{*} \boldsymbol{\Psi}_{k} \tilde{z}_{k+1}=\sum_{k=0}^{N} z_{k+1}^{*} \Psi_{k} \tilde{z}_{k+1}=\langle z, \tilde{z}\rangle_{\Psi, N} \text { with } z_{k}=\binom{z_{0}}{z_{k}}, \tilde{z}_{k}=\binom{\tilde{z}_{0}}{\tilde{z}_{k}} . \tag{3.32}
\end{equation*}
$$

In order to apply the theory from Sections 2.2 and 2.3 , we need to find the fundamental matrix $\widetilde{\boldsymbol{\Phi}}(\lambda)$ of the augmented system $\left(\mathcal{S}_{\lambda}\right)$ such that $\widetilde{\boldsymbol{\Phi}}_{0}(\lambda)=\left(\alpha^{*},-J \alpha^{*}\right)$, see (2.21) and (2.22). That is,

$$
\begin{equation*}
\widetilde{\Phi}_{k}(\lambda)=\left(\mathbf{Z}_{k}(\lambda), \widetilde{\mathbf{Z}}_{k}(\lambda)\right), \quad Z_{k}(\lambda):=\frac{1}{\sqrt{2}}\binom{-I}{\Phi_{k}(\lambda) \mathcal{J}}, \quad \widetilde{\mathbf{Z}}_{k}(\lambda):=\frac{1}{\sqrt{2}}\binom{-\mathcal{J}}{\Phi_{k}(\lambda)} . \tag{3.33}
\end{equation*}
$$

with $\Phi(\lambda)$ being the fundamental matrix of $\left(\mathcal{S}_{\lambda}\right)$ used in (3.26). The above transformation then yields the results for the eigenvalue problem (3.31) in terms of $\widetilde{\Phi}(\lambda)$. When translating these results to the data of the original problem (3.2) we use the fundamental matrix $\boldsymbol{\Phi}(\lambda)$ in (3.26). Its relationship with $\widetilde{\boldsymbol{\Phi}}(\lambda)$ is given by the equality

$$
\widetilde{\boldsymbol{\Phi}}_{k}(\lambda)=\boldsymbol{\Phi}_{k}(\lambda) \mathcal{L}, \quad \text { where } \quad \mathcal{L}:=\left(\begin{array}{ll}
\mathcal{J} & 0  \tag{3.34}\\
0 & I
\end{array}\right) .
$$

From (3.34) we can see that the second column $\widetilde{\mathbf{Z}}(\lambda)$ of $\widetilde{\boldsymbol{\Phi}}(\lambda)$ and $\boldsymbol{\Phi}(\lambda)$ is the same. Finally, the theory also requires the following weak Atkinson-type conditions for system $\left(\mathcal{S}_{\lambda}\right)$, compare with Hypotheses 2.2.2 and 2.3.7.
Hypothesis 3.3.1 (Weak augmented Atkinson condition - finite). For any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ every column $z(\lambda)$ of the solution $\widetilde{\mathbf{Z}}(\lambda)$ satisfies

$$
\begin{equation*}
\sum_{k=0}^{N} z_{k+1}^{*}(\lambda) \Psi_{k} z_{k+1}(\lambda)>0 . \tag{3.35}
\end{equation*}
$$

Hypothesis 3.3.2 (Weak augmented Atkinson condition - infinite). There exists a number $N_{3} \in[0, \infty)_{\mathbb{Z}}$ such that each column $z(\lambda)$ of $\widetilde{\mathbf{Z}}(\lambda)$ satisfies inequality (3.35) with $N=N_{3}$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

When we write the weak Atkinson condition in (3.35) in terms of the data of the original problem (3.2), we get by (3.25) and (3.33) that

$$
\sum_{k=0}^{N} \widetilde{\mathbf{Z}}_{k+1}^{*}(\lambda) \Psi_{k} \widetilde{\mathbf{Z}}_{k+1}(\lambda)=\sum_{k=0}^{N} \phi_{k+1}^{*}(\lambda) \Psi_{k} \Phi_{k+1}(\lambda)>0 .
$$

This shows that the conditions in Hypotheses 3.1.1 and 3.3.1 are intimately connected as stated in the following corollary.
Corollary 3.3.3. System $\left(\mathcal{S}_{\lambda}\right)$ satisfies the strong Atkinson condition on the discrete interval $[0, N]_{\mathbb{Z}}$ (Hypothesis 3.1.1) if and only if the augmented system $\left(\mathcal{S}_{\lambda}\right)$ satisfies the corresponding weak Atkinson condition on $[0, N]_{\mathbb{z}}$ (Hypothesis 3.3.1).

Similar connection is true also for Hypotheses 2.4.11 and 3.3.2. This fact justifies the use of the same index $N_{3}$ in both conditions.
Corollary 3.3.4. System $\left(\mathcal{S}_{\lambda}\right)$ satisfies the strong Atkinson condition on the discrete interval $[0, \infty)_{\mathbb{Z}}$ (Hypothesis 2.4.11) if and only if the augmented system $\left(\mathcal{S}_{\lambda}\right)$ satisfies the corresponding weak Atkinson condition on $[0, \infty)_{\mathbb{Z}}$ (Hypothesis 3.3.2).

In particular, we can see why assuming the weak Atkinson condition in Chapter 2 is really essential - the transformation of the problem (3.2) with jointly varying endpoints, which satisfies the strong Atkinson condition, leads to the augmented problem (3.31) satisfying the corresponding weak Atkinson condition. Therefore, one can simply apply the previous results on separated endpoints to the augmented problem and then transform the obtained results back to the data of the original problem (3.2).

The next theorem provides basic properties of problem (3.31).

Theorem 3.3.5. Let $\boldsymbol{\alpha}, \boldsymbol{\beta} \in \Gamma$ be given. Then the following statements hold.
(i) A number $\lambda \in \mathbb{C}$ is an eigenvalue of (3.31) if and only if the matrix $\boldsymbol{L}(\lambda):=\boldsymbol{\beta} \widetilde{\mathbf{Z}}_{N+1}(\lambda)$ is singular. In this case, the eigenfunctions of problem (3.31) corresponding to the eigenvalue $\lambda$ have the form $z=\widetilde{Z}_{k}(\lambda) d$ on $[0, N+1]_{z}$ with a nonzero $d \in \operatorname{Ker} L(\lambda)$. Moreover, the geometric and algebraic multiplicities of $\lambda$ coincide and are equal to $\operatorname{dim} \operatorname{Ker} L(\lambda)$.
(ii) Under Hypothesis 3.3.1, the eigenvalues of problem (3.31) are real and the eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product $\langle\cdot, \cdot\rangle_{\boldsymbol{\Psi}, N}$ defined in (3.32).

Proof. The statement follows from Theorem 2.2.3, when it is applied to the augmented eigenvalue problem (3.31).

Following Definitions 2.2.1 and 2.2.4, we define the Weyl solution for system ( $\mathcal{S}_{\lambda}$ ) corresponding to $M \in \mathbb{C}^{2 n \times 2 n}$ and the $M(\lambda)$-function associated with problem (3.31) as

$$
\begin{equation*}
\boldsymbol{X}_{k}(\lambda):=\widetilde{\boldsymbol{\Phi}}_{k}(\lambda)\binom{I}{M}=\boldsymbol{\Phi}_{k}(\lambda)\binom{\mathcal{J}}{M} \quad \text { and } \quad \boldsymbol{M}_{k}(\lambda):=-\left[\boldsymbol{\beta} \widetilde{\mathbf{Z}}_{k}(\lambda)\right]^{-1} \boldsymbol{\beta} \boldsymbol{Z}_{k}(\lambda) \tag{3.36}
\end{equation*}
$$

where $\widetilde{\boldsymbol{\Phi}}(\lambda), \mathbf{Z}(\lambda)$, and $\widetilde{\mathbf{Z}}(\lambda)$ are given in (3.33). In addition, for $M \in \mathbb{C}^{2 n \times 2 n}$ we define the $\mathcal{E}(M)$-function by

$$
\mathcal{E}_{k}(M):=i \delta(\lambda) \boldsymbol{X}_{k}^{*}(\lambda) \mathcal{J} \boldsymbol{X}_{k}(\lambda)=\binom{I}{M}^{*}\left(\begin{array}{cc}
\mathcal{F}_{k}(\lambda) & \mathcal{S}_{k}^{*}(\lambda)  \tag{3.37}\\
\mathcal{S}_{k}(\lambda) & \mathfrak{H}_{k}(\lambda)
\end{array}\right)\binom{I}{M},
$$

where $\mathcal{F}_{k}(\lambda), \mathcal{G}_{k}(\lambda)$, and $\mathcal{H}_{k}(\lambda)$ are the $2 n \times 2 n$ matrices

$$
\begin{aligned}
\mathcal{F}_{k}(\lambda) & :=i \delta(\lambda) Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(\lambda)=\mathcal{J}^{*} \mathcal{H}_{k}(\lambda) \mathcal{J}, \\
\mathcal{S}_{k}(\lambda) & :=i \delta(\lambda) \widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} Z_{k}(\lambda)=\mathcal{H}_{k}(\lambda) \mathcal{J}-i \delta(\lambda), \\
\mathcal{H}_{k}(\lambda) & :=i \delta(\lambda) \widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} \widetilde{Z}_{k}(\lambda)=\frac{1}{2} i \delta(\lambda)\left[\Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda)-\mathcal{J}\right] .
\end{aligned}
$$

As in Definition 2.3.1, the Weyl disk $\boldsymbol{D}_{k}(\lambda)$ and the Weyl circle $\boldsymbol{C}_{k}(\lambda)$ are defined by

$$
\begin{equation*}
\boldsymbol{D}_{k}(\lambda):=\left\{M \in \mathbb{C}^{2 n \times 2 n} \mid \mathcal{E}_{k}(M) \leq 0\right\}, \quad C_{k}(\lambda):=\left\{M \in \mathbb{C}^{2 n \times 2 n} \mid \mathcal{E}_{k}(M)=0\right\} . \tag{3.38}
\end{equation*}
$$

Note that under Hypothesis 3.3.2 the matrices $\mathcal{H}_{k}(\lambda)$ are positive definite (and hence invertible) for all $k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}$, because by (3.28) we have

$$
\begin{equation*}
\mathcal{H}_{k}(\lambda)=2|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} \widetilde{\mathbf{Z}}_{j+1}^{*}(\lambda) \Psi_{j} \widetilde{Z}_{j+1}(\lambda) . \tag{3.39}
\end{equation*}
$$

By Theorem 2.3.8, the Weyl disk and the Weyl circle possess the representations

$$
\begin{align*}
\boldsymbol{D}_{k}(\lambda) & =\left\{\boldsymbol{P}_{k}(\lambda)+\boldsymbol{R}_{k}(\lambda) V \boldsymbol{R}_{k}(\bar{\lambda}) \mid V \in \mathbb{V}\right\},  \tag{3.40}\\
\boldsymbol{C}_{k}(\lambda) & =\left\{\boldsymbol{P}_{k}(\lambda)+\boldsymbol{R}_{k}(\lambda) U \boldsymbol{R}_{k}(\bar{\lambda}) \mid U \in \mathbb{U}\right\}, \tag{3.41}
\end{align*}
$$

where $\mathbb{V}$ and $\mathbb{U}$ are, respectively, the sets of all complex contractive and unitary $2 n \times 2 n$ matrices introduced in (3.13) and where the center $\boldsymbol{P}_{k}(\lambda)$ and the matrix radius $\boldsymbol{R}_{k}(\lambda)$ are defined by

$$
\begin{equation*}
\boldsymbol{P}_{k}(\lambda):=-\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)=-\mathcal{I}+i \delta(\lambda) \mathcal{H}_{k}^{-1}(\lambda), \quad \boldsymbol{R}_{k}(\lambda):=\mathcal{H}_{k}^{-1 / 2}(\lambda) . \tag{3.42}
\end{equation*}
$$

Therefore, the Weyl disks $D_{k}(\lambda)$ are closed, convex, and nested, which implies that the limiting Weyl disk

$$
\begin{equation*}
\boldsymbol{D}_{+}(\lambda):=\bigcap_{k \in\left[N_{3}+1, \infty\right)_{\mathbb{Z}}} \boldsymbol{D}_{k}(\lambda)=\left\{\boldsymbol{P}_{+}(\lambda)+\boldsymbol{R}_{+}(\lambda) V \boldsymbol{R}_{+}(\bar{\lambda}) \mid V \in \mathbb{V}\right\} \tag{3.43}
\end{equation*}
$$

exists and is nonempty, closed, and convex as well. By using Theorem 2.3.9 and the monotonicity of $\mathcal{H}_{k}(\lambda)$ shown in (3.39), the center and the matrix radius of $D_{+}(\lambda)$ are

$$
P_{+}(\lambda):=\lim _{k \rightarrow \infty} P_{k}(\lambda) \quad \text { and } \quad R_{+}(\lambda):=\lim _{k \rightarrow \infty} R_{k}(\lambda) \geq 0 .
$$

The final results of this section are devoted to the square integrable solutions of the augmented system $\left(\mathcal{S}_{\lambda}\right)$. Let $\boldsymbol{\ell}_{\Psi}^{2}$ be the space of all square summable sequences $z \in \mathbb{C}\left([0, \infty)_{Z}\right)^{4 n}$ with the corresponding semi-norm defined as

$$
\|z\|_{\Psi}<\infty, \quad \text { where } \quad\|z\|_{\Psi}:=\left(\sum_{k=0}^{\infty} z_{k+1}^{*} \Psi_{k} z_{k+1}\right)^{1 / 2}=\lim _{N \rightarrow \infty} \sqrt{\langle z, z\rangle_{\Psi, N}} .
$$

For every $\lambda \in \mathbb{C}$ we denote the space of all square summable solutions of system ( $\mathcal{S}_{\lambda}$ ) by

$$
\mathcal{N}(\lambda):=\left\{z \in \boldsymbol{\ell}_{\Psi}^{2} \mid z \text { solves }\left(\mathcal{S}_{\lambda}\right)\right\} .
$$

If Hypothesis 3.3.2 is satisfied, we know from Theorem 2.4.1 that the dimension of $\mathcal{N}(\lambda)$ is at least $2 n$, or more precisely

$$
\begin{equation*}
\operatorname{dim} \mathcal{N}(\lambda)=2 n+\operatorname{rank} \boldsymbol{R}_{+}(\lambda), \tag{3.44}
\end{equation*}
$$

by Theorem 2.4.8. On the other hand, the analysis of the structure of the square summable solutions of the augmented system $\left(\mathcal{S}_{\lambda}\right)$ yields the following result.
Theorem 3.3.6. Let $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and suppose that Hypothesis 3.3.2 holds. Then

$$
\begin{gather*}
3 n \leq 2 n+\operatorname{dim} \mathcal{N}(\lambda)=\operatorname{dim} \mathcal{N}(\lambda) \leq 4 n  \tag{3.45}\\
n \leq \operatorname{dim} \mathcal{N}(\lambda)=n+\operatorname{rank} R_{+}(\lambda)=\operatorname{rank} R_{+}(\lambda) \leq 2 n . \tag{3.46}
\end{gather*}
$$

Proof. Let $e_{j} \in \mathbb{C}^{2 n}$ be the $j$-th canonical unit vector for $j \in\{1, \ldots, 2 n\}$. Then system ( $\mathcal{S}_{\lambda}$ ) possesses constant solutions $z^{[j]}:=\left(e_{j}^{*}, 0^{*}\right)^{*} \in \mathbb{C}^{4 n}$ for all $j \in\{1, \ldots, 2 n\}$, which certainly belong to $\mathcal{N}(\lambda)$, because they satisfy $\left\|z^{[j]}\right\|_{\Psi}=0$. In addition, any square summable solution $z \in \mathcal{N}(\lambda)$ naturally generates a square summable solution $z=\left(0^{*}, z^{*}\right)^{*} \in \mathcal{N}(\lambda)$, which is linearly independent with the above defined solutions $z^{[1]}, \ldots, z^{[2 n]}$. This yields that $\operatorname{dim} \mathcal{N}(\lambda)=2 n+\operatorname{dim} \mathcal{N}(\lambda)$. Hence identity (3.45) follows from Corollary 3.3.4 and the inequality $\operatorname{dim} \mathcal{N}(\lambda) \geq n$ in Theorem 2.4.1. Identity (3.46) is then only a direct consequence of equality (3.44).

Combining Theorem 3.3.6 and Corollaries 3.3.4 and 2.4.20 then yields the next result. Corollary 3.3.7. Let $\lambda_{0} \in \mathbb{C} \backslash \mathbb{R}$ and suppose that Hypothesis 2.4.11 is satisfied. Then we have $\operatorname{dim} \mathcal{N}\left(\lambda_{0}\right)=3 n$ if and only if system $\left(\mathcal{S}_{\lambda_{0}}\right)$ is in the limit point case. Similarly, $\operatorname{dim} \mathcal{N}\left(\lambda_{0}\right)=4 n$ if and only if system $\left(\mathcal{S}_{\lambda_{0}}\right)$ is in the limit circle case. Moreover, if it holds $\operatorname{dim} \mathcal{N}\left(\lambda_{1}\right)=4 n$ for some $\lambda_{1} \in \mathbb{C}$, then $\operatorname{dim} \mathcal{N}(\lambda)=4 n$ for all $\lambda \in \mathbb{C}$.

We can now see that the rank of the limiting matrix radius $\boldsymbol{R}_{+}(\lambda)$ can never be zero, so that the "limit point" behavior of $\left(\mathcal{S}_{\lambda}\right)$, i.e., $\operatorname{dim} \mathcal{N}(\lambda)=3 n$, should not be determined by the equality $R_{+}(\lambda)=0$, as one would expect from the separated endpoints case in Theorem 2.4.3. However, we can read Theorems 2.4.3, 2.4.8 and Corollary 2.4.10 also in a different way. Namely, the number of linearly independent solutions of system $\left(\mathcal{S}_{\lambda}\right)$, which are not square summable, is equal to $\operatorname{dim} \operatorname{Ker} R_{+}(\lambda)$. For the augmented system ( $\mathcal{S}_{\lambda}$ ) we now have exactly the same statement, i.e., the number of linearly independent solutions of system $\left(\mathcal{S}_{\lambda}\right)$, which are not square summable, is equal to $\operatorname{dim} \operatorname{Ker} \boldsymbol{R}_{+}(\lambda)$.
Remark 3.3.8. The augmentation of system ( $\mathcal{S}_{\lambda}$ ) into the double dimension is a known technique for studying the problems with jointly varying endpoints, see e.g. [17, 87, 88, $92,112,153]$. The transformation introduced in this chapter has the advantage that it uses the solutions $z$ or $Z$ of system $\left(S_{\lambda}\right)$ rather than their components $x, u$ or $X, U$ as in the above references. This yields a direct connection between the original system ( $\mathcal{S}_{\lambda}$ ) and the augmented system $\left(\mathcal{S}_{\lambda}\right)$. For example, the boundary conditions in $[153$, Section 6$]$ are of the form

$$
\begin{equation*}
\mathcal{P}_{1}\binom{-x_{0}}{x_{N+1}}+\mathcal{P}_{2}\binom{u_{0}}{u_{N+1}}=0 \tag{3.47}
\end{equation*}
$$

with certain $2 n \times 2 n$ matrices $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$. One can see that the approach via (3.1) is much easier and more transparent. The relationship between the transformation in the above mentioned references and the transformation, which is utilized in this section, is determined by the multiplication of the data (from one side or from both sides) by the following $4 n \times 4 n$ matrix

$$
\mathcal{T}:=\left(\begin{array}{cccc}
-I & 0 & 0 & 0 \\
0 & 0 & I & 0 \\
0 & I & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right)=\mathfrak{T}^{-1}
$$

In particular, the equality

$$
\mathfrak{T}\left(\begin{array}{c}
-x_{0} \\
x_{N+1} \\
u_{0} \\
u_{N+1}
\end{array}\right)=\left(\begin{array}{c}
x_{0} \\
u_{0} \\
x_{N+1} \\
u_{N+1}
\end{array}\right)=\binom{z_{0}}{z_{N+1}}
$$

gives a direct connection between the boundary conditions in (3.47) and (3.1).

### 3.4 Bibliographical notes

The results of this chapter were established in [A13] and their generalization to symplectic systems on time scales was given in [A16, Section 8]. In addition, Corollary 3.2.3 is published for the first time in the present setting and it is derived as a special case of [A16, Corollary 8.5].

The question of the ultimate foundations and the ultimate meaning of mathematics remains open; we do not know in what direction it will find its final solution or even whether a final objective answer can be expected at all. "Mathematizing" may well be a creative activity of man, like language or music, of primary originality, whose historical decisions defy complete objective rationalization.

Hermann Weyl, see [106, pg. 319]

## Chapter 4

## INVARIANCE OF LIMIT CIRCLE CASE FOR TWO DISCRETE SYSTEMS

In this chapter we derive an invariance of the situation, when all solutions are square summable, i.e., of the limit circle case for system $\left(\mathcal{S}_{\lambda}\right)$ as it was already stated in Theorem 2.4.17, see Remark 4.2.4. However, instead of system ( $\mathcal{S}_{\lambda}$ ) we consider two discrete systems of the first order in the form

$$
\begin{align*}
& \hat{z}_{k+1}(\lambda)=\left(\widehat{\mathcal{S}}_{k}+\lambda \widehat{v}_{k}\right) \hat{z}_{k}(\lambda),  \tag{S}\\
& \tilde{z}_{k+1}(\lambda)=\left(\widetilde{\mathcal{s}}_{k}+\lambda \bar{v}_{k}\right) \tilde{z}_{k}(\lambda), \tag{S}
\end{align*}
$$

where $k \in[0, \infty)_{\mathbb{Z}}, \lambda \in \mathbb{C}$, and $\overline{\mathcal{S}}, \bar{V}, \widetilde{\mathcal{S}}, \overline{\mathcal{V}} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$. Moreover, the coefficients of systems ( $\overline{\mathcal{S}}_{\lambda}$ ) and ( $\overline{\mathcal{S}}_{\lambda}$ ) satisfy for every $k \in[0, \infty)_{z}$ the relations

$$
\begin{array}{ll}
\widetilde{\mathcal{S}}_{k}^{*} \mathcal{J} \widehat{\mathcal{S}}_{k}=\mathcal{J}, & \widetilde{\mathcal{V}}_{k}^{*} \mathcal{J} \widehat{\mathcal{S}}_{k}+\widetilde{\mathcal{S}}_{k}^{*} \mathcal{J} \widehat{\mathcal{V}}_{k}=0, \quad \widetilde{\mathcal{V}}_{k}^{*} \mathcal{J} \widehat{\mathcal{V}}_{k}=0, \\
& \widehat{\Psi}_{k}:=\mathcal{J} \overline{\mathcal{V}}_{k} \mathcal{J} \widehat{\mathcal{S}}_{k}^{*} \mathcal{J} \geq 0, \tag{4.2}
\end{array}
$$

i.e., the matrix $\widehat{\Psi}_{k}$ is Hermitian and positive semidefinite for all $k \in[0, \infty)_{\mathbb{Z}}$, compare with Remark 4.1.4(i). Despite the analogy between the conditions in (4.1), (4.2) and the assumptions for system ( $\mathcal{S}_{\lambda}$ ) displayed in (2.1), we emphasize that systems ( $\overline{\mathcal{S}}_{\lambda}$ ) and ( $\widetilde{\mathcal{S}}_{\lambda}$ ) are generally non-symplectic in the sense of the terminology introduced in Chapter 2, see also Remark 4.1.4(ii).

Our investigation is motivated by Walker's results in [168], where an analogous problem was studied for a pair of the non-Hermitian linear Hamiltonian differential systems

$$
\begin{gather*}
\tilde{z}^{\prime}(t, \lambda)=[H(t)+\lambda W(t)] \tilde{z}(t, \lambda),  \tag{H}\\
\tilde{z}^{\prime}(t, \lambda)=\left[\mathcal{\partial} H^{*}(t) \mathcal{J}+\lambda W(t)\right] \tilde{z}(t, \lambda) \tag{H}
\end{gather*}
$$

with $t \in[a, \infty)$ and $H(t), W(t)$ being locally integrable $2 n \times 2 n$ complex matrix-valued functions such that the matrix $W(t)$ is Hamiltonian and $-\delta W(t) \geq 0$ on $[a, \infty)$. More
specifically, let us denote by $L_{A}^{2}$ the space of all functions $z:[a, \infty) \rightarrow \mathbb{C}^{2 n}$, which are square integrable with respect to the weight $A(t):=-\mathcal{J} W(t)$, i.e., $-\int_{a}^{\infty} z^{*}(t) \mathcal{J} W(t) z(t) \mathrm{d} t<\infty$. Then it was proven in [168, Theorem 2] that if

$$
\begin{equation*}
\int_{a}^{\infty}|\operatorname{tr} W(t)| \mathrm{d} t<\infty \tag{4.3}
\end{equation*}
$$

and all solutions of systems $\left(\widehat{\mathrm{H}}_{\lambda_{0}}^{\mathbb{R}}\right)$ and $\left(\widetilde{\mathrm{H}}_{\lambda_{0}}^{\mathbb{R}}\right)$ belong to $L_{A}^{2}$ for some $\lambda_{0} \in \mathbb{C}$, then this property holds for all solutions of systems $\left(\widetilde{H}_{\lambda}^{\mathbb{R}}\right)$ and $\left(\widetilde{H}_{\lambda}^{\mathbb{R}}\right)$ with an arbitrary $\lambda \in \mathbb{C}$. This statement extends the invariance of the limit circle case for one system $\left(\widehat{H}_{\lambda}^{\mathbb{R}}\right)$ with the coefficient matrix $H(t)$ being Hamiltonian on $[a, \infty)$, i.e., for the situation $\left(\widehat{H}_{\lambda}^{\mathbb{R}}\right)=\left(\widetilde{H}_{\lambda}^{\mathbb{R}}\right)=(2.5)$, established by Atkinson in [9, Theorem 9.11.2]. Although the main result of this chapter (Theorem 4.2.2) yields a discrete counterpart of [168, Theorem 2], we point out that, surprisingly, it does not require any analogue of condition (4.3).

### 4.1 Preliminaries

In this section we collect some auxiliary results about the coefficients of systems ( $\bar{S}_{\lambda}$ ) and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$. Similarly as in Chapter 2, let us define

$$
\begin{equation*}
\widehat{\mathscr{S}}_{k}(\lambda):=\widehat{\mathscr{S}}_{k}+\lambda \widehat{\mathcal{V}}_{k}, \quad \widetilde{\mathscr{S}}_{k}(\lambda):=\widetilde{\mathcal{S}}_{k}+\lambda \widetilde{\mathcal{V}}_{k} . \tag{4.4}
\end{equation*}
$$

Then the identities in (4.1) imply for all $k \in[0, \infty)_{\mathbb{Z}}$ and $\lambda \in \mathbb{C}$ that

$$
\begin{equation*}
\widetilde{\mathbb{S}}_{k}^{*}(\lambda) \partial \widehat{\mathbb{S}}_{k}(\bar{\lambda})=\mathcal{J} . \tag{4.5}
\end{equation*}
$$

Thus from the invertibility of $\mathcal{J}$ it follows immediately that the matrices $\widetilde{\mathbb{S}}_{k}(\lambda)$ and $\widetilde{\mathbb{S}}_{k}(\lambda)$ are invertible for any $k \in[0, \infty)_{z}$ and $\lambda \in \mathbb{C}$ with

$$
\begin{equation*}
\overline{\mathbb{S}}_{k}^{-1}(\lambda)=-\mathcal{J} \widetilde{\mathbb{S}}_{k}^{*}(\bar{\lambda}) \mathcal{J}, \quad \widetilde{\mathbb{S}}_{k}^{-1}(\lambda)=-\partial \widetilde{\mathbb{S}}_{k}^{*}(\bar{\lambda}) \mathcal{J} . \tag{4.6}
\end{equation*}
$$

Hence any initial value problem associated with system $\left(\bar{S}_{\lambda}\right)$ or $\left(\overline{\mathcal{S}}_{\lambda}\right)$ possesses a unique solution on $[0, \infty)_{\mathbb{Z}}$. Moreover, the fundamental matrices of systems $\left(\widetilde{S}_{\lambda}\right)$ and $\left(\widetilde{\mathscr{S}}_{\lambda}\right)$ are invertible on the whole discrete interval $[0, \infty)_{z}$.

In the following lemma we give several conditions which are equivalent to (4.1). Namely, we show that any variation of the superscripts star, hat, and tilde is possible.
Lemma 4.1.1. Let $n \in \mathbb{N}$ be given. For any $k \in[0, \infty)_{\mathbb{Z}}$ the following conditions are equivalent.
(i) The matrices $\widehat{\delta}(t), \widetilde{\delta}(t), \overline{\mathcal{V}}(t), \overline{\mathcal{V}}(t)$ satisfy (4.1).
(ii) The matrices $\widetilde{\Phi}_{k}(\lambda)$ and $\widetilde{\Phi}_{k}(\lambda)$ satisfy (4.5) for all $\lambda \in \mathbb{C}$.
(iii) The matrices $\widehat{\mathcal{S}}(t), \widetilde{\mathcal{S}}(t), \widetilde{v}(t), \widetilde{v}(t)$ satisfy

$$
\begin{equation*}
\overline{\mathcal{S}}_{k} \partial \widehat{\mathcal{S}}_{k}^{*}=\mathcal{J}, \quad \overline{\mathcal{V}}_{k} \partial \overline{\mathcal{S}}_{k}^{*}+\widetilde{\mathcal{S}}_{k} \partial \overline{\mathcal{V}}_{k}^{*}=0, \quad \overline{\mathcal{V}}_{k} \partial \overline{\mathcal{V}}_{k}^{*}=0 . \tag{4.7}
\end{equation*}
$$

(iv) The matrices $\widetilde{\Phi}_{k}(\lambda)$ and $\widetilde{\mathbb{S}}_{k}(\lambda)$ satisfy for all $\lambda \in \mathbb{C}$ that

$$
\begin{equation*}
\widetilde{\mathbb{S}}_{k}(\lambda) \mathcal{J} \widetilde{S}_{k}^{*}(\bar{\lambda})=\mathcal{J} . \tag{4.8}
\end{equation*}
$$

Proof. The equivalence of (i) and (ii), and of (iii) and (iv), follows by direct calculations with the notation introduced in (4.4). The equivalence of (ii) and (iv) is a consequence of the relations in (4.6) and of the fact $\overline{\mathbb{S}}_{k}(\lambda) \overline{\mathbb{S}}_{k}^{-1}(\lambda)=I$.

Further conditions which are equivalent to (i)-(iv) in Lemma 4.1.1 can be obtained by the conjugate transpose of the identities in (4.1), (4.5), (4.7), and (4.8).

Now we focus on the coefficients of systems ( $\widehat{\mathcal{S}}_{\lambda}$ ) and $\left(\widetilde{s}_{\lambda}\right)$ with different values of the spectral parameter. Together with $\widehat{\Psi}_{k}$ defined in (4.2) we consider also the matrix

$$
\begin{equation*}
\widetilde{\Psi}_{k}:=\mathcal{J} \widetilde{\mathcal{V}}_{k} \partial \widehat{\mathcal{S}}_{k}^{*} \partial . \tag{4.9}
\end{equation*}
$$

Lemma 4.1.2. Let $n \in \mathbb{N}$ be fixed and $k \in[0, \infty)_{\mathbb{Z}}$ be such that the conditions in (4.1) hold. Then the matrices $\widetilde{\Psi}_{k}, \widetilde{\Psi}_{k}$ defined in (4.2) and (4.9), respectively, satisfy

$$
\begin{equation*}
\widetilde{\Psi}_{k}=\widehat{\Psi}_{k}^{*} \quad \widehat{\Psi}_{k} \partial \widehat{\Psi}_{k}=0, \quad \widetilde{\Psi}_{k} \partial \widetilde{\Psi}_{k}=0, \tag{4.10}
\end{equation*}
$$

and for all $\lambda, v \in \mathbb{C}$ we have

$$
\begin{align*}
& \mathcal{J} \widehat{\mathbb{S}}_{k}(\lambda) \mathcal{J} \widetilde{\mathbb{S}}_{k}^{*}(v) \mathcal{J}=(\lambda-\bar{v}) \widehat{\Psi}_{k}-\mathcal{J},  \tag{4.11}\\
& \partial \widetilde{\mathbb{S}}_{k}(\lambda) \partial \widetilde{\mathbb{S}}^{*}(v) \mathcal{J}=(\lambda-\bar{v}) \widetilde{\Psi}_{k}-\mathcal{S} . \tag{4.12}
\end{align*}
$$

Proof. The above identities follow by direct calculations.
Identities (4.11) and (4.12) play a crucial role in the proof of the following generalization of the Lagrange identity for two systems, compare with Theorem 2.1.7.
Theorem 4.1.3 (Generalized Lagrange identity). Let $n, m \in \mathbb{N}$ and $\lambda, v \in \mathbb{C}$ be fixed and assume that the conditions in (4.1) hold for all $k \in[0, \infty)_{\mathbb{Z}}$. If $\widehat{Z}(\lambda), \widetilde{Z}(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ solve systems $\left(\widehat{( }_{\lambda}\right)$ and $\left(\widetilde{(S}_{v}\right)$ on $[0, \infty)_{\mathbb{Z}}$, respectively, then for any $k \in[0, \infty)_{\mathbb{Z}}$ we have

$$
\begin{align*}
& \Delta\left[\widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} \widehat{Z}_{k}(v)\right]=(\bar{\lambda}-v) \widetilde{Z}_{k+1}^{*}(\lambda) \widehat{\Psi}_{k} \widehat{Z}_{k+1}(v),  \tag{4.13}\\
& \Delta\left[\bar{Z}_{k}^{*}(\lambda) \mathcal{J} \widetilde{Z}_{k}(v)\right]=(\bar{\lambda}-v) \widehat{Z}_{k+1}^{*}(\lambda) \widetilde{\Psi}_{k} \widetilde{Z}_{k+1}(v) . \tag{4.14}
\end{align*}
$$

Proof. Identity (4.13) follows from the first equality in (4.6) and from (4.11), because

$$
\begin{aligned}
\Delta\left[\widetilde{Z}_{k}^{*}(\lambda) \mathcal{J} \widehat{Z}_{k}(v)\right] & =\widetilde{Z}_{k+1}^{*}(\lambda)\left[\mathcal{J}-\widetilde{\mathscr{S}}_{k}^{*-1}(\lambda) \mathcal{J} \widehat{\mathbb{S}}_{k}^{-1}(v)\right] \widehat{Z}_{k+1}(v) \\
& \stackrel{(4.6)}{=} \widehat{Z}_{k+1}^{*}(\lambda)\left[\mathcal{J}+\mathcal{J} \widehat{\mathscr{S}}_{k}(\bar{\lambda}) \mathcal{J} \widetilde{\mathscr{S}}_{k}^{*}(\bar{v}) \mathcal{J}\right] \widehat{Z}_{k+1}(v) \stackrel{(4.11)}{=}(\bar{\lambda}-v) \widetilde{Z}_{k+1}^{*}(\lambda) \widehat{\Psi}_{k} \widehat{Z}_{k+1}(v) .
\end{aligned}
$$

Similarly we get identity (4.14) from the second equality in (4.6) and from (4.12).

## Remark 4.1.4.

(i) The results in Theorem 4.1.3 imply that in order to have a single weight matrix for the semi-inner product and the semi-norm in the associated space of square summable solutions, we must necessarily assume that $\widetilde{\Psi}_{k}=\widehat{\Psi}_{k}$. This means, in view of Lemma 4.1.2, that we need to have $\widehat{\Psi}_{k}$ Hermitian. This is, in fact, the original motivation for our assumption (4.2).
(ii) In the continuous case it is obvious that systems ( $\overline{\mathrm{H}}_{\lambda}^{\mathbb{R}}$ ) and $\left(\widetilde{\mathrm{H}}_{\lambda}^{\mathbb{R}}\right)$ coincide if and only if $H(t)$ is Hamiltonian on $[a, \infty)$. Now we give the answer to the same question for systems $\left(\widehat{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$. From the first equality in (4.1) (or from (4.6) with $\lambda=0$ ) and from the first and the second conditions in (4.1) we obtain, respectively,

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{k}=-\mathcal{\mathcal { S } _ { k } ^ { * - 1 } \mathcal { J }} \quad \text { and } \quad \widetilde{\mathcal{V}}_{k}=\mathcal{J} \widehat{\mathcal{S}}_{k}^{*-1} \overline{\mathcal{V}}_{k}^{*} \widehat{\mathcal{S}}_{k}^{*-1} \mathcal{J} . \tag{4.15}
\end{equation*}
$$

Therefore, $\widetilde{\mathcal{S}}(t)=\widehat{\mathcal{S}}(t)$ in (4.15) if and only if

$$
\widehat{\mathcal{S}}_{k}^{*} \mathcal{J} \widehat{\mathcal{S}}_{k}=\mathcal{J}
$$

i.e., $\widehat{\mathcal{S}}_{k}$ is symplectic for all $k \in[0, \infty)_{\mathbb{Z}}$. In this case, $\widetilde{\mathcal{V}}_{k}=\widehat{V}_{k}$ in (4.15) if and only if the matrix $\overline{\mathcal{V}}_{k} \mathcal{J} \widehat{\mathcal{S}}_{k}^{*}=\overline{\mathcal{V}}_{k} \mathcal{J} \widetilde{\mathcal{S}}_{k}^{*}$ is Hermitian for all $k \in[0, \infty)_{\mathbb{Z}}$, i.e., the matrix $\widehat{\Psi}_{k}$ is Hermitian on $[0, \infty)_{\mathbb{Z}}$. In other words, systems $\left(\overline{\mathcal{S}}_{\lambda}\right)$ and $\left(\overline{\mathcal{S}}_{\lambda}\right)$ satisfying (4.1) and (4.2) coincide if and only if they represent the discrete symplectic system studied in Chapter 2, i.e., system $\left(\mathcal{S}_{\lambda}\right)$ with the coefficient matrices satisfying (2.1).

Finally, we calculate the determinant of the matrices $\widetilde{\mathbb{S}}_{k}(\lambda), \widetilde{\mathbb{S}}_{k}(\lambda)$ and of their product. Let $k \in[0, \infty)_{\mathbb{Z}}$ be such that the conditions in (4.1) hold. From the first equality in (4.1) we obtain for any $\lambda \in \mathbb{C}$ that

$$
\widehat{\mathbb{S}}_{k}(\lambda)=\left(I+\lambda \mathcal{J} \widehat{\Psi}_{k}\right) \widehat{\mathscr{S}}_{k} \quad \text { and } \quad \widetilde{\mathscr{S}}_{k}(\lambda)=\left(I+\lambda \mathcal{J} \widetilde{\Psi}_{k}\right) \widetilde{\mathcal{S}}_{k}
$$

Moreover, by the second and third identities in (4.10) the matrices $\lambda \mathcal{J} \widehat{\Psi}_{k}$ and $\lambda \mathcal{J} \widetilde{\Psi}_{k}$ are nilpotent of degree two, which with the aid of Proposition 1.1.3 yields

$$
\operatorname{det}\left(I+\lambda \mathcal{J} \widehat{\Psi}_{k}\right)=1=\operatorname{det}\left(I+\lambda \mathcal{J} \widetilde{\Psi}_{k}\right)
$$

Therefore $\operatorname{det} \widehat{\mathbb{S}}_{k}(\lambda)=\operatorname{det} \widehat{\mathscr{S}}_{k}$ and $\operatorname{det} \widetilde{\mathbb{S}}_{k}(\lambda)=\operatorname{det} \widetilde{\mathcal{S}}_{k}$, i.e., the determinants do not depend on $\lambda$. Consequently from the first condition in (4.1) we get

$$
\begin{equation*}
\operatorname{det} \widetilde{\mathbb{S}}_{k}^{*}(\lambda) \mathcal{J} \widehat{\mathbb{S}}_{k}(\lambda)=\operatorname{det} \widetilde{\mathcal{S}}_{k}^{*} \mathcal{J} \widehat{\mathcal{S}}_{k} \stackrel{(4.1)}{=} \operatorname{det} \mathcal{J}=1, \quad \text { i.e., } \quad \operatorname{det} \widetilde{\mathbb{S}}_{k}^{*}(\lambda) \times \operatorname{det} \widehat{\mathbb{S}}_{k}(\lambda)=1 \tag{4.16}
\end{equation*}
$$

In addition, from the latter equality and Remark 4.1.4(ii) one concludes that when systems $\left(\widehat{\mathscr{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathscr{S}}_{\lambda}\right)$ coincide, then the absolute value of $\operatorname{det} \widehat{\mathscr{S}}_{k}(\lambda)$ is equal to one, as we claim in Lemma 2.1.3.

### 4.2 Main result

In this section we establish the main result of this chapter (Theorem 4.2.2). We also provide sufficient conditions for the invariance, present an illustrative example, and discuss some special cases. For convenience, we summarize the used notation.
Notation 4.2.1. The number $n \in \mathbb{N}$ is fixed and $\overline{\mathcal{S}}, \widetilde{\mathcal{S}}, \overline{\mathcal{V}}, \widetilde{\mathcal{V}}, \widehat{\Psi} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ are such that the conditions in (4.1) and (4.2) are satisfied for all $k \in[0, \infty)_{\mathbb{Z}}$.

It follows from Remark 4.1.4(i) that with Notation 4.2 .1 we have just one weight matrix $\widehat{\Psi}_{k}=\widetilde{\Psi}_{k}$, which is Hermitian and positive semidefinite on $[0, \infty)_{\mathbb{Z}}$. Therefore, we denote by $\ell_{\widehat{\Psi}}^{2}$ the space of all sequences defined on $[0, \infty)_{\mathbb{Z}}$, which are square summable with respect to the weight matrix $\widehat{\Psi}_{k}$, i.e.,

$$
\ell_{\widehat{\Psi}}^{2}[0, \infty)_{\mathbb{Z}}=\ell_{\widehat{\Psi}}^{2}:=\left\{z \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n} \mid \sum_{k=0}^{\infty} z_{k}^{*} \widehat{\Psi}_{k} z_{k}<\infty\right\}
$$

Let us note that the statement in Theorem 4.2 .2 below remains the same for other types of unbounded discrete intervals, such as for $(-\infty, b]_{\mathbb{Z}}$ or $(-\infty, \infty)_{\mathbb{Z}}$, if the corresponding space $\ell_{\widehat{\Psi}}^{2}$ is defined over that interval.
Theorem 4.2.2. Let us assume that there exists $\lambda_{0} \in \mathbb{C}$ such that all solutions of systems $\left(\overline{\mathcal{S}}_{\lambda_{0}}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda_{0}}\right)$ belong to $\ell_{\widetilde{\Psi}}^{2}$. Then all solutions of systems $\left(\widehat{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ belong to $\ell_{\widehat{\Psi}}^{2}$ for any $\lambda \in \mathbb{C}$.

Proof. Let $\lambda_{0} \in \mathbb{C}$ be as stated in the theorem and $\lambda \in \mathbb{C} \backslash\left\{\lambda_{0}\right\}$ be fixed. For $v \in\left\{\lambda, \lambda_{0}\right\}$ we denote by $\bar{\Phi}_{k}(v)$ and $\widetilde{\Phi}_{k}(v)$ the fundamental matrices of systems $\left(\overline{\mathcal{S}}_{v}\right)$ and $\left(\widetilde{\Phi}_{v}\right)$, respectively, such that $\bar{\Phi}_{0}(v)=I=\bar{\Phi}_{0}(v)$. In the first part of the proof we show that all solutions of system $\left(\bar{S}_{\lambda}\right)$ belong to $\ell_{\bar{\Psi}}^{2}$. Since the matrices $\bar{\Phi}_{k}(\lambda)$ and $\bar{\Phi}_{k}\left(\lambda_{0}\right)$ are obviously invertible on $[0, \infty)_{\mathbb{Z}}$, it follows that for every $k \in[0, \infty)_{\mathbb{Z}}$ we have

$$
\begin{equation*}
\bar{\Phi}_{k}(\lambda)=\bar{\Phi}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k} \tag{4.17}
\end{equation*}
$$

for some invertible matrix $\bar{\Omega}_{k} \in \mathbb{C}^{2 n \times 2 n}$, i.e., $\bar{\Omega}_{k}=\widehat{\Phi}_{k}^{-1}\left(\lambda_{0}\right) \bar{\Phi}_{k}(\lambda)$. Hence by straightforward calculations with using (4.1), (4.4), (4.6), and (4.17) we get

$$
\begin{align*}
& \Delta \bar{\Omega}_{k} \stackrel{(4.17)}{=} \Phi_{k+1}^{-1}\left(\lambda_{0}\right)\left[\bar{\Phi}_{k}(\lambda)-\bar{\Phi}_{k}\left(\lambda_{0}\right)\right] \bar{\Phi}_{k}(\lambda) \stackrel{(4.4)}{=}\left(\lambda-\lambda_{0}\right) \bar{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \bar{\nu}_{k} \bar{\Phi}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k} \\
& =\left(\lambda-\lambda_{0}\right) \bar{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \overline{\mathcal{V}}_{k} \bar{\Phi}_{k}^{-1}\left(\lambda_{0}\right) \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \bar{\Omega}_{k} \\
& \stackrel{(4.6)}{=}-\left(\lambda-\lambda_{0}\right) \bar{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \overline{\mathcal{V}}_{k} \partial \widetilde{\Phi}_{k}^{*}\left(\bar{\lambda}_{0}\right) \mathcal{J} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \bar{\Omega}_{k} \\
& \stackrel{(4.1)}{=}-\left(\lambda-\lambda_{0}\right) \bar{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \overline{\mathcal{V}}_{k} \mathcal{\partial} \widetilde{\mathcal{S}}_{k}^{*} \mathcal{J} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \bar{\Omega}_{k} \\
& =\left(\lambda-\lambda_{0}\right) \widehat{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \mathcal{J} \widehat{\Psi}_{k} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \bar{\Omega}_{k} . \tag{4.18}
\end{align*}
$$

It means that $\bar{\Omega}_{k}$ satisfies the recurrence relation

$$
\begin{equation*}
\bar{\Omega}_{k+1}=\left[I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k}\right] \bar{\Omega}_{k}, \quad k \in[0, \infty)_{\mathbb{Z}}, \tag{4.19}
\end{equation*}
$$

where $\Upsilon \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ is given by the formula

$$
\begin{equation*}
\Upsilon_{k}:=\bar{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \mathcal{J} \widehat{\Psi}_{k} \bar{\Phi}_{k+1}\left(\lambda_{0}\right)=-\left[\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \mathcal{J} \widehat{\Phi}_{k+1}\left(\lambda_{0}\right)\right]^{-1} \bar{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) . \tag{4.20}
\end{equation*}
$$

Identity (4.17) implies that for the required conclusion it suffices to prove the boundedness of $\left\|\bar{\Omega}_{k}\right\|_{\sigma}$ on $[0, \infty)_{\mathbb{Z}}$. However equality (4.19) and the submultiplicative property of the norm $\|\cdot\|_{\sigma}$ yield

$$
\begin{align*}
\left\|\bar{\Omega}_{k+1}\right\|_{\sigma} & =\left\|\left[I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k}\right] \bar{\Omega}_{k}\right\|_{\sigma} \leq\left(\|I\|_{\sigma}+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{k}\right\|_{\sigma}\right) \times\left\|\bar{\Omega}_{k}\right\|_{\sigma} \\
& =\left(1+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{k}\right\|_{\sigma}\right) \times\left\|\left[I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k-1}\right] \bar{\Omega}_{k-1}\right\|_{\sigma} \\
& \leq\left(1+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{k}\right\|_{\sigma}\right) \times\left(1+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{k-1}\right\|_{\sigma}\right) \times\left\|\bar{\Omega}_{k-1}\right\|_{\sigma} \\
& \leq \cdots \leq\left(1+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{k}\right\|_{\sigma}\right) \times \cdots \times\left(1+\left|\lambda-\lambda_{0}\right| \times\left\|\Upsilon_{0}\right\|_{\sigma}\right) \times\left\|\bar{\Omega}_{0}\right\|_{\sigma} \\
& \leq \mathrm{e}^{\left|\lambda-\lambda_{0}\right| \omega_{k}} \quad \text { with } \quad \omega_{k}:=\sum_{j=0}^{k}\left\|\Upsilon_{j}\right\|_{\sigma} \tag{4.21}
\end{align*}
$$

where in the last step we used the inequality $1+x \leq \mathrm{e}^{x}$ and the fact $\bar{\Omega}_{0}=I$; cf. Proposition 1.1.4. Therefore we need to show that $\lim _{k \rightarrow \infty} \omega_{k}<\infty$.

Since $\widetilde{\Psi}_{k} \geq 0$ on $[0, \infty)_{\mathbb{Z}}$, we obtain from the Cauchy-Schwarz inequality and the arithmetic-geometric mean inequality for any $\xi, \zeta \in \mathbb{C}^{2 n}$ that

$$
\left|\xi^{*} \widehat{\Psi}_{k} \zeta\right| \leq\left(\xi^{*} \widehat{\Psi}_{k} \xi\right)^{1 / 2}\left(\zeta^{*} \widehat{\Psi}_{k} \zeta\right)^{1 / 2} \leq \frac{1}{2}\left(\xi^{*} \widehat{\Psi}_{k} \xi+\zeta^{*} \widehat{\Psi}_{k} \zeta\right),
$$

which for any $\tilde{z}, \hat{z} \in \ell_{\bar{\Psi}}^{2}$ implies

$$
\left|\sum_{k=0}^{\infty} \tilde{z}_{k}^{*} \widehat{\Psi}_{k} \hat{z}_{k}\right| \leq \sum_{k=0}^{\infty}\left|\tilde{z}_{k}^{*} \widehat{\Psi}_{k} \hat{z}_{k}\right| \leq \frac{1}{2} \sum_{k=0}^{\infty}\left(\tilde{z}_{k}^{*} \widehat{\Psi}_{k} \tilde{z}_{k}+\hat{z}_{k}^{*} \widehat{\Psi}_{k} \hat{z}_{k}\right)<\infty .
$$

Hence inequality (1.7) and the assumption that all solutions of systems $\left(\overline{\mathcal{S}}_{\lambda_{0}}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda_{0}}\right)$ belong to $\ell_{\Psi^{\prime}}^{2}$ yield

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \widehat{\Phi}_{k+1}\left(\lambda_{0}\right)\right\|_{\sigma} \stackrel{(1.7)}{\leq} \sum_{k=0}^{\infty}\left\|\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \widehat{\Phi}_{k+1}\left(\lambda_{0}\right)\right\|_{1} \leq \varepsilon<\infty \tag{4.22}
\end{equation*}
$$

for some $\varepsilon>0$. Now we put

$$
Q_{k}:=\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \mathcal{J} \widetilde{\Phi}_{k+1}\left(\lambda_{0}\right)
$$

and show that the value of $\left\|Q_{k}^{-1}\right\|_{\sigma}$ is bounded on $[0, \infty)_{\mathbb{Z}}$. By the generalized Lagrange identity in Theorem 4.1.3 we get

$$
Q_{k}=\mathcal{J}-2 i \operatorname{im}\left(\lambda_{0}\right) \sum_{k=0}^{\infty} \widetilde{\Phi}_{j+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{j} \bar{\Phi}_{j+1}\left(\lambda_{0}\right),
$$

and so inequality (4.22) implies that the $\operatorname{limit}^{\lim _{k \rightarrow \infty} Q_{k} \text { exists and is bounded in the }}$ spectral norm, i.e., $\left\|Q_{k}\right\|_{\sigma}$ is bounded on $[0, \infty)_{z}$. Therefore also the adjugate matrix $Q_{k}^{\text {adj }}$ is bounded on $[0, \infty)_{Z}$ in the spectral norm. Moreover, it holds

$$
\begin{aligned}
& \operatorname{det} Q_{k}=\operatorname{det} \widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widehat{\Phi}_{k+1}\left(\lambda_{0}\right)=\operatorname{det} \widetilde{\Phi}_{k}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\Phi}_{k}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\mathbb{S}}_{k}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\mathbb{S}}_{k}\left(\lambda_{0}\right) \\
& \stackrel{(4.16)}{=} \operatorname{det} \widetilde{\Phi}_{k-1}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widehat{\Phi}_{k-1}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\mathbb{S}}_{k-1}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widehat{\mathbb{S}}_{k-1}\left(\lambda_{0}\right) \\
&=\cdots=\operatorname{det} \widetilde{\Phi}_{0}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widehat{\Phi}_{0}\left(\lambda_{0}\right)=1
\end{aligned}
$$

which yields $Q_{k}^{-1}=Q_{k}^{\text {adj }}$ and consequently the matrices $Q_{k}^{-1}$ are bounded in the spectral norm, i.e., $\left\|Q_{k}^{-1}\right\|_{\sigma} \leq \kappa$ for all $k \in[0, \infty)_{\mathbb{Z}}$ and some $\kappa>0$. By combining the submultiplicative property of the spectral norm, (4.20), and (4.22) we get

$$
\sum_{k=0}^{\infty}\left\|\Upsilon_{k}\right\|_{\sigma} \leq \sum_{k=0}^{\infty}\left\|Q_{k}^{-1}\right\|_{\sigma} \times\left\|\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \widetilde{\Phi}_{k+1}\left(\lambda_{0}\right)\right\|_{\sigma} \leq \kappa \varepsilon<\infty,
$$

i.e., $\lim _{k \rightarrow \infty} \omega_{k}<\infty$ by (4.21). Thus $\left\|\bar{\Omega}_{k}\right\|_{\sigma} \leq \tau$ on $[0, \infty)_{Z}$ for some $\tau>0$. In turn, the definition of $\bar{\Omega}_{k}$, the second inequality in (1.7), and the submultiplicativity and selfadjointness of the spectral norm imply

$$
\begin{aligned}
& (2 n)^{-3 / 2} \sum_{k=0}^{\infty}\left\|\widehat{\Phi}_{k+1}^{*}(\lambda) \widehat{\Psi}_{k} \bar{\Phi}_{k+1}(\lambda)\right\|_{1} \stackrel{(1.7)}{\leq} \sum_{k=0}^{\infty}\left\|\widehat{\Phi}_{k+1}^{*}(\lambda) \widehat{\Psi}_{k} \bar{\Phi}_{k+1}(\lambda)\right\|_{\sigma} \\
& \quad \stackrel{(4.17)}{=} \sum_{k=0}^{\infty}\left\|\widehat{\Omega}_{k+1}^{*} \widehat{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \widehat{\Phi}_{k+1}\left(\lambda_{0}\right) \widehat{\Omega}_{k+1}\right\|_{\sigma} \leq \sum_{k=0}^{\infty}\left\|\bar{\Omega}_{k+1}\right\|_{\sigma}^{2} \times\left\|\widehat{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \bar{\Phi}_{k+1}\left(\lambda_{0}\right)\right\|_{\sigma} \\
& \quad \leq \tau^{2} \sum_{k=0}^{\infty}\left\|\widehat{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \widehat{\Psi}_{k} \widetilde{\Phi}_{k+1}\left(\lambda_{0}\right)\right\|_{\sigma}<\infty
\end{aligned}
$$

because all columns of the fundamental matrix $\bar{\Phi}\left(\lambda_{0}\right)$ belong to $\ell_{\Psi}^{2}$. This shows that all columns of $\bar{\Phi}(\lambda)$ belong to $\ell_{\bar{\Psi}}^{2}$ and consequently any solution of system $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ is square summable with respect to $\widehat{\Psi}_{k}$. For the proof of the fact that all solutions of system $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$
are also in $\ell_{\bar{\Psi}}^{2}$ we only switch the roles of systems ( $\overline{\mathcal{S}}_{\lambda}$ ) and ( $\widetilde{\mathcal{S}}_{\lambda}$ ). Namely, we define $\widetilde{\Omega}_{k}:=\widetilde{\Phi}_{k}^{-1}\left(\lambda_{0}\right) \widetilde{\Phi}_{k}(\lambda)$ and similarly as in (4.18) we derive

$$
\Delta \widetilde{\Omega}_{k}=\left(\lambda-\lambda_{0}\right) \widetilde{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right) \mathcal{J} \widetilde{\Psi}_{k} \widetilde{\Phi}_{k+1}\left(\lambda_{0}\right) \widetilde{\Omega}_{k} .
$$

But since we have $\widetilde{\Psi}_{k}=\widehat{\Psi}_{k}$ for all $k \in[0, \infty)_{\mathbb{Z}}$, the rest of the proof is the same as in the previous part.

In the following result we give sufficient conditions in terms of the coefficient matrices, which guarantee that all solutions of systems $\left(\overline{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathscr{S}}_{\lambda}\right)$ belong to $\ell_{\bar{\Psi}}^{2}$ for any $\lambda \in \mathbb{C}$. Let us note that the matrix norm $\|\cdot\|_{1}$ used in (4.23) below can be replaced by any other matrix norm because of their equivalence.
Corollary 4.2.3. Let us assume that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\widehat{\mathcal{S}}_{k}-I\right\|_{1}<\infty, \quad \sum_{k=0}^{\infty}\left\|\widetilde{\mathcal{S}}_{k}-I\right\|_{1}<\infty, \quad \text { and } \quad \sum_{k=0}^{\infty}\left\|\widehat{\Psi}_{k}\right\|_{1}<\infty . \tag{4.23}
\end{equation*}
$$

Then all solutions of systems $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ belong to $\ell_{\bar{\Psi}}^{2}$ for any $\lambda \in \mathbb{C}$.
Proof. It suffices to show that the assumptions of Theorem 4.2.2 are satisfied for $\lambda_{0}=0$. The equality $\widehat{S}_{k}(0)=\widehat{\Phi}_{k}$ for all $k \in[0, \infty)_{\mathbb{Z}}$ and the first condition in (4.23) imply by Proposition 1.1.4 that for a fundamental matrix $\bar{\Phi}(0) \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n \times 2 n}$ of system $\left(\overline{\Phi_{0}}\right)$ there exists $\kappa>0$ such that $\left\|\bar{\Phi}_{k}(0)\right\|_{1} \leq \kappa<\infty$ for all $k \in[0, \infty)_{z}$. Hence by the submultiplicativity and self-adjointness of the matrix norm $\|\cdot\|_{1}$ and the third condition in (4.23) we have

$$
\sum_{k=0}^{\infty}\left\|\widehat{\Phi}_{k+1}^{*}(0) \widehat{\Psi}_{k} \widehat{\Phi}_{k+1}(0)\right\|_{1} \leq \kappa^{2} \sum_{k=0}^{\infty}\left\|\widehat{\Psi}_{k}\right\|_{1}<\infty,
$$

i.e., all solutions of system ( $\overline{\mathcal{S}}_{0}$ ) belong to $\ell_{\bar{\Psi}}^{2}$. In a similar way we prove that any solution of system $\left(\overline{(\bar{\delta}}_{0}\right)$ also belongs to $\ell_{\bar{\Psi}}^{2}$. Thus Theorem 4.2.2 implies that all solutions of systems $\left(\overline{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ are in $\ell_{\Psi}^{2}$ for any $\lambda \in \mathbb{C}$.

Remark 4.2.4. In accordance with Remark 4.1.4(ii), if both systems $\left(\widehat{\mathcal{S}}_{\lambda}\right)$ and $\left({\left.\widetilde{\mathcal{S}_{\lambda}}\right) \text { coincide, }}^{\text {a }}\right.$, Theorem 4.2.2 reduces to Theorem 2.4.17 and Corollary 4.2.3 to Corollary 2.4.22. Therefore, with a slight abuse in the terminology, Theorem 4.2.2 can be interpreted as the invariance of the limit circle case for systems $\left(\overline{\mathcal{S}}_{\lambda}\right)$ and $\left(\overline{\mathcal{S}}_{\lambda}\right)$, i.e., the situation when all solutions of systems ( $\widetilde{\mathcal{S}}_{\lambda}$ ) and ( $\widetilde{\mathcal{S}}_{\lambda}$ ) belong to $\ell_{\widetilde{\Psi}}^{2}$ for any $\lambda \in \mathbb{C}$.

Now we provide an illustrative example of the established invariance, i.e., the application of Theorem 4.2.2. This example also shows that all solutions of systems ( $\mathcal{S}_{\lambda}$ ) and ( $\widetilde{\mathcal{S}}_{\lambda}$ ) may be in $\ell_{\Psi}^{2}$ for any $\lambda \in \mathbb{C}$ even when conditions (4.23) in Corollary 4.2.3 are not satisfied.
Example 4.2.5. Let $n=1$ and fix $\varepsilon \in \mathbb{R}, \varepsilon \geq 1$. Let $\left\{v_{k}\right\}_{k=0}^{\infty}$ be a real sequence such that $v_{k} \geq 0$ for all $k \in[0, \infty)_{\mathbb{Z}}$ and $\sum_{k=0}^{\infty} \varepsilon^{2 k} v_{k}<\infty$. We note that then the series $\sum_{k=0}^{\infty} v_{k}<\infty$ and $\sum_{k=0}^{\infty} v_{k} / \varepsilon^{2 k}<\infty$ are convergent as well, because $0 \leq v_{k} / \varepsilon^{2 k} \leq v_{k} \leq \varepsilon^{2 k} v_{k}$. Consider systems $\left(\widehat{\mathcal{S}}_{\lambda}\right)$ and $\left(\tilde{\mathcal{S}}_{\lambda}\right)$ with

$$
\overline{\mathcal{S}}_{k}:=(1 / \varepsilon) I, \quad \bar{v}_{k}:=\left(\begin{array}{cc}
0 & v_{k}  \tag{4.24}\\
0 & 0
\end{array}\right), \quad \widetilde{\mathcal{S}}_{k}:=\varepsilon I, \quad \widetilde{v}_{k}:=\left(\begin{array}{cc}
0 & \varepsilon^{2} v_{k} \\
0 & 0
\end{array}\right), \quad \widehat{\Psi}_{k}:=\left(\begin{array}{cc}
0 & 0 \\
0 & \varepsilon v_{k}
\end{array}\right)
$$

for all $k \in[0, \infty)_{z}$. Then all the conditions (4.1) and (4.2) are satisfied. The fundamental matrices $\bar{\Phi}_{k}(0)=\left(\hat{z}_{k}^{[1]}(0), \hat{z}_{k}^{[2]}(0)\right)$ and $\bar{\Phi}_{k}(0)=\left(\tilde{z}_{k}^{[1]}(0), \tilde{z}_{k}^{[2]}(0)\right)$ of systems $\left(\widehat{\mathcal{S}}_{0}\right)$ and $\left(\widetilde{\delta}_{0}\right)$ with (4.24) satisfying $\widetilde{\Phi}_{0}(0)=I=\widetilde{\Phi}_{0}(0)$ are equal to $\widetilde{\Phi}_{k}(0)=\left(1 / \varepsilon^{k}\right) I$ and $\widetilde{\Phi}_{k}(0)=\varepsilon^{k} I$, so that $\hat{z}_{k}^{[1]}(0)=\left(1 / \varepsilon^{k}, 0\right)^{\top}, \hat{z}_{k}^{[2]}(0)=\left(0,1 / \varepsilon^{k}\right)^{\top}, \tilde{z}_{k}^{[1]}(0)=\left(\varepsilon^{k}, 0\right)^{\top}$, and $\tilde{z}_{k}^{[2]}(0)=\left(0, \varepsilon^{k}\right)^{\top}$ for all $k \in[0, \infty)_{z}$. Then with the notation $\|z\|_{\Psi}^{2}:=\sum_{k=0}^{\infty} z_{k}^{*} \widehat{\Psi}_{k} z_{k}$ we have

$$
\begin{aligned}
& \left\|\hat{z}^{[1]}(0)\right\|_{\widehat{\Psi}}^{2}=0, \quad\left\|\hat{z}^{[2]}(0)\right\|_{\widehat{\Psi}}^{2}=\varepsilon \sum_{k=0}^{\infty} v_{k} / \varepsilon^{2 k}<\infty, \\
& \left\|\tilde{z}^{[1]}(0)\right\|_{\widehat{\Psi}}^{2}=0, \quad\left\|\tilde{z}^{[2]}(0)\right\|_{\widehat{\Psi}}^{2}=\varepsilon \sum_{k=0}^{\infty} \varepsilon^{2 k} v_{k}<\infty
\end{aligned}
$$

i.e., the solutions $\tilde{z}^{[1]}(0), \hat{z}^{[2]}(0), \tilde{z}^{[1]}(0), \tilde{z}^{[2]}(0)$ belong to $\ell_{\widetilde{\Psi}}^{2}$. Thus the assumptions of Theorem 4.2.2 are satisfied for $\lambda_{0}=0$, which implies that all solutions of systems ( $\overline{\mathcal{S}}_{\lambda}$ ) and ( $\overline{\mathcal{S}}_{\lambda}$ ) with the coefficients specified in (4.24) belong to $\ell_{\bar{\Psi}}^{2}$ for any $\lambda \in \mathbb{C}$. Indeed, for any $\lambda \in \mathbb{C}$ the fundamental matrices $\bar{\Phi}_{k}(\lambda)$ and $\widetilde{\Phi}_{k}(\lambda)$ of systems $\left(\bar{S}_{\lambda}\right)$ and $\left(\bar{S}_{\lambda}\right)$ with (4.24) satisfying $\widetilde{\Phi}_{0}(\lambda)=I=\widetilde{\Phi}_{0}(\lambda)$ are given by

$$
\bar{\Phi}_{k}(\lambda)=\left(\begin{array}{cc}
1 / \varepsilon^{k} & \left(\lambda / \varepsilon^{k-1}\right) \sum_{j=0}^{k-1} v_{j} \\
0 & 1 / \varepsilon^{k}
\end{array}\right), \quad \widetilde{\Phi}_{k}(\lambda)=\left(\begin{array}{cc}
\varepsilon^{k} & \lambda \varepsilon^{k+1} \sum_{j=0}^{k-1} v_{j} \\
0 & \varepsilon^{k}
\end{array}\right),
$$

from which we obtain again

$$
\left\|\hat{z}^{[1]}(\lambda)\right\|_{\widetilde{\Psi}}^{2}=0=\left\|\tilde{z}^{[1]}(\lambda)\right\|_{\widetilde{\Psi}}^{2} \quad \text { and } \quad\left\|\hat{z}^{[2]}(\lambda)\right\|_{\widetilde{\Psi}}^{2}<\infty, \quad\left\|\tilde{z}^{[2]}(\lambda)\right\|_{\widetilde{\Psi}}^{2}<\infty .
$$

One also easily observe that the first two conditions in (4.23) are not satisfied (since the corresponding series are divergent), but still all solutions of systems ( $\widehat{\mathcal{S}}_{\lambda}$ ) and ( $\widetilde{\mathcal{S}}_{\lambda}$ ) with (4.24) do belong to $\ell_{\widetilde{\Psi}}^{2}$. In addition, we note that for $\varepsilon=1$ both systems coincide and reduce to the system investigated in Example 2.5.3, see (2.78).

Finally, let us consider systems $\left(\widetilde{\mathscr{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathscr{S}}_{\lambda}\right)$, which correspond to the following $n$-vector-valued difference equations of order $2 m$ and of the Sturm-Liouville type

$$
\begin{align*}
& \sum_{s=0}^{m}(-1)^{s} \Delta^{s}\left[\bar{P}_{k}^{[s]} \Delta^{s} \hat{y}_{k+1-s}(\lambda)\right]=\lambda \widehat{\mathcal{W}}_{k} \hat{y}_{k+1}(\lambda),  \tag{E}\\
& \sum_{s=0}^{m}(-1)^{s} \Delta^{s}\left[\widetilde{P}_{k}^{[s]} \Delta^{s} \tilde{y}_{k+1-s}(\lambda)\right]=\lambda \widetilde{\mathcal{W}}_{k} \tilde{y}_{k+1}(\lambda), \tag{E}
\end{align*}
$$

on $[0, \infty)_{\mathbb{Z}}$, where $\bar{P}^{[0]}, \ldots, \widehat{P}^{[m]}, \widetilde{P}^{[0]}, \ldots, \widetilde{P}^{[m]}, \widehat{\mathcal{W}}, \widetilde{\mathcal{W}} \in \mathbb{C}\left([0, \infty)_{z}\right)^{n \times n}$ with $\operatorname{det} \bar{P}_{k}^{[m]} \neq 0$ and $\operatorname{det} \widetilde{P}_{k}^{[m]} \neq 0$ for all $k \in[0, \infty)_{z}$. In particular, if $m=n=1$ we obtain the pair of scalar difference equations

$$
\begin{aligned}
& -\Delta\left(\bar{p}_{k}^{[1]} \Delta \hat{y}_{k}(\lambda)\right)+\bar{p}_{k}^{[0]} \hat{y}_{k+1}(\lambda)=\lambda \widetilde{w}_{k} \hat{y}_{k+1}(\lambda), \\
& -\Delta\left(\bar{p}_{k}^{[1]} \Delta \tilde{y}_{k}(\lambda)\right)+\widetilde{p}_{k}^{[0]} \tilde{y}_{k+1}(\lambda)=\lambda \widetilde{w}_{k} \tilde{y}_{k+1}(\lambda),
\end{aligned}
$$

where $\bar{p}^{[0]}, \bar{p}^{[1]}, \widetilde{p}^{[0]}, \widetilde{p}^{[1]}, \widehat{w}, \widetilde{w} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)$ with $\bar{p}^{[1]} \neq 0$ and $\widetilde{p}^{[1]} \neq 0$ for all $k \in[0, \infty)_{\mathbb{Z}}$. Then equations ( $\overline{\mathrm{E}}_{\lambda}$ ) and ( $\widetilde{\mathrm{E}}_{\lambda}$ ) can be written, respectively, as systems ( $\overline{\mathrm{S}}_{\lambda}$ ) and ( $\overline{\mathrm{S}}_{\lambda}$ ) with the coefficients given similarly as in (1.20)-(1.22) and (2.11), which yield

$$
\begin{equation*}
\widehat{\Psi}_{k}=\operatorname{diag}\left\{\widehat{\mathcal{W}}_{k}, 0, \ldots, 0\right\}, \quad \widetilde{\Psi}_{k}=\operatorname{diag}\left\{\widetilde{\mathcal{W}}_{k}, 0, \ldots, 0\right\} . \tag{4.25}
\end{equation*}
$$

The first and second conditions in (4.1) imply $\widetilde{P}_{k}^{[j]}=\widehat{P}_{k}^{[j]}$ and $\widetilde{\mathcal{W}}_{k}=\widehat{\mathcal{W}}_{k}^{*}$ for all $j=0, \ldots, m$ and $k \in[0, \infty)_{z}$, while the third condition is satisfied trivially. Moreover, assumption (4.2) forces that $\widehat{\mathcal{W}}_{k}=\widehat{\mathcal{W}}_{k} \geq 0$ on $[0, \infty)_{\mathbb{z}}$, i.e., the weight matrices $\widetilde{\mathcal{W}}_{k}$ and $\widehat{\mathcal{W}}_{k}$ are Hermitian matrices and coincide on the interval $[0, \infty)_{z}$. With the vectors $\hat{z}_{k}(\lambda), \tilde{z}_{k}(\lambda)$ defined similarly as in (1.20) and the matrices $\widetilde{\Psi}_{k}, \widetilde{\Psi}_{k}$ from (4.25) we have

$$
\hat{z}_{k+1}^{*}(\lambda) \widehat{\Psi}_{k} \hat{z}_{k+1}(\lambda)=\hat{y}_{k+1}^{*}(\lambda) \widehat{\mathcal{W}}_{k} \hat{y}_{k+1}(\lambda) \text { and } \tilde{z}_{k+1}^{*}(\lambda) \widetilde{\Psi}_{k} \tilde{z}_{k+1}(\lambda)=\tilde{y}_{k+1}^{*}(\lambda) \widetilde{\mathcal{W}}_{k} \tilde{y}_{k+1}(\lambda) .
$$

This shows that the associated space of square summable sequences has the form

$$
\ell_{\overline{\mathcal{W}}}^{2}:=\left\{y \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{n} \mid \sum_{k=0}^{\infty} y_{k+1}^{*}(\lambda) \widehat{\mathcal{W}}_{k} y_{k+1}(\lambda)<\infty\right\} .
$$

Then from Theorem 4.2.2 we get the following result, which in the scalar case provides a discrete analogue of [168, Theorem 1].
Corollary 4.2.6. Let the numbers $m, n \in \mathbb{N}$ be given and $\bar{P}^{[0]}, \ldots, \bar{P}^{[m]}, \widehat{\mathcal{W}} \in \mathbb{C}\left([0, \infty)_{z}\right)^{n \times n}$ be such that $\widehat{\mathcal{W}}_{k}=\widehat{\mathcal{W}}_{k}^{*} \geq 0$ on $[0, \infty)_{\mathbb{Z}}$. Consider equations $\left(\widehat{\mathrm{E}}_{\lambda}\right)$ and $\left(\widetilde{\mathrm{E}}_{\lambda}\right)$ with $\widetilde{P}_{k}^{[1]}:=\bar{P}_{k}^{[]]^{*}}$ and $\widetilde{\mathcal{W}}_{k}:=\widehat{\mathcal{W}}_{k}$ for all $j \in\{0, \ldots, m\}$ and $k \in[0, \infty)_{\mathbb{z}}$. If there exists $\lambda_{0} \in \mathbb{C}$ such that all solutions of equations $\left(\widehat{\mathrm{E}}_{\lambda_{0}}\right)$ and $\left(\widetilde{\mathrm{E}}_{\lambda_{0}}\right)$ belong to $\ell_{\widetilde{\mathcal{W}}^{\prime}}^{2}$ then all solutions of equations $\left(\widetilde{\mathrm{E}}_{\lambda}\right)$ and $\left(\widetilde{\mathrm{E}}_{\lambda}\right)$ belong to the space $\ell_{\widehat{W}}^{2}$ for an arbitrary $\lambda \in \mathbb{C}$.
Remark 4.2.7. If, in addition, the coefficient matrices $\widehat{P}^{[0]}, \ldots, \widehat{P}^{[m]}$ are Hermitian, then from Corollary 4.2.6 one easily concludes the invariance of the limit circle case for any even order vector-valued Sturm-Liouville difference equation discussed in Remark 2.4.18. Similarly we can derive also the invariance for pairs of difference/discrete equations of the type as in (2.9) or (2.10).

### 4.3 Bibliographical notes

The results of this chapter are a special case of the invariance of the limit circle case for two differential systems on time scales established in [A19] but without the shift in the definition of the space $\ell_{\Psi}^{2}$. The present reformulation and the proof are published for the first time in the setting of systems $\left(\widehat{\mathcal{S}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{S}}_{\lambda}\right)$. The statement of Corollary 4.2.6 is new in the case $n>1$ or $m>1$. Moreover, the presence of the shift in the definition of $\ell_{\bar{\Psi}}^{2}$ produces less restrictive assumptions on the coefficients of equations ( $\left(\widetilde{\mathrm{E}}_{\lambda}\right)$ and ( $\widetilde{\mathrm{E}}_{\lambda}$ ), compare Corollary 4.2 .6 with $m=n=1$ and [A19, Corollary 4.4] with $\mathbb{T}=\mathbb{Z}$. Finally, Example 4.2.5 corresponds to [A19, Example 4.6].

Chapter 4. Invariance of limit circle case for two discrete systems

## Chapter

## Polynomial and analytic DEPENDENCE ON SPECTRAL PARAMETER

In this chapter we extend some of the previous results to systems with polynomial or analytic dependence on the spectral parameter. More specifically, we consider the discrete symplectic system

$$
z_{k+1}(\lambda)=S_{k}(\lambda) z_{k}(\lambda)
$$

whose coefficient matrix $\mathbb{S}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ is analytic (or in a special case only polynomial) in the spectral parameter $\lambda \in \mathbb{C}$ in a neighborhood of 0 , i.e.,

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda)=\sum_{j=0}^{\infty} \lambda^{j} \mathcal{S}_{k}^{[j]}, \tag{5.1}
\end{equation*}
$$

and it satisfies the symplectic-type identity

$$
\begin{equation*}
\mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}(\lambda)=\mathcal{J} . \tag{5.2}
\end{equation*}
$$

System $\left(\mathcal{S}_{\lambda}\right)$ includes several significant special cases known in the literature. Obviously, system $\left(\mathcal{S}_{\lambda}\right)$ from Chapter 2 is a special case of $\left(\mathcal{S}_{\lambda}\right)$, see (2.2). Furthermore, we will see that the linear Hamiltonian difference system in (2.6) leads to system $\left(\mathcal{S}_{\lambda}\right)$ with polynomial dependence on $\lambda$. Therefore, in order to unify the known theory of systems (2.6) and $\left(S_{\lambda}\right)$, it is necessary to study the systems with polynomial dependence on $\lambda$. In fact, our interest in system $\left(\mathcal{S}_{\lambda}\right)$ is motivated by the latter observation and also by [49], where system $\left(\mathcal{S}_{\lambda}\right)$ with $\mathcal{S}_{k}^{[0]} \equiv I$ was investigated.

We discuss an eigenvalue problem associated with system $\left(\mathcal{S}_{\lambda}\right)$ and develop the theory of Weyl disks and square summable solutions (including the limit point and limit circle cases) for system $\left(\mathcal{S}_{\lambda}\right)$. However, we point out that in this treatment we encounter several "problems", which did not appear in Chapters 2-4, i.e., when the dependence on $\lambda$ was only linear. For example, the weight matrix is no longer constant in $\lambda$, which implies that the validity of the crucial weak Atkinson condition may now depend on $\lambda$, see

Hypotheses 2.3.7 and 5.3.2. Also the maximal number of linearly independent square summable solutions (i.e., the limit circle case) is not any more invariant with respect to $\lambda \in \mathbb{C}$, see Theorem 2.4.17 and Example 5.3.9. On the other hand, we prove in Theorems 5.4.1 and 5.4.5 that for system $\left(\mathcal{S}_{\lambda}\right)$ with a special quadratic dependence on $\lambda$ the invariance of the limit circle case holds true as in Chapter 4.

This chapter is organized as follows. In the next section we derive several preliminary results on system $\left(\mathcal{S}_{\lambda}\right)$ and its coefficient matrix $\mathbb{S}(\lambda)$. We also prove a general form of the Lagrange identity for system $\left(\mathcal{S}_{\lambda}\right)$ including the explicit calculation of the corresponding weight matrix in terms of the coefficients of $\left(\mathcal{S}_{\lambda}\right)$, see Theorem 5.1.6. As a consequence we obtain the $\mathcal{J}$-monotonicity of a fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$, which is used in [49] for proving the Krein traffic rules for the eigenvalues of the fundamental matrix. In Section 5.2 we discuss in more details some special cases of system $\left(\mathcal{S}_{\lambda}\right)$, which are known in the literature. In Section 5.3 we show that under appropriate Atkinson-type conditions involving the weight matrix, the theory of eigenvalues, Weyl disks, and square summable solutions developed in Chapter 2 remains valid without any change also for system $\left(\mathcal{S}_{\lambda}\right)$. Finally, in Section 5.4 we establish the invariance of the limit circle case for system $\left(\mathcal{S}_{\lambda}\right)$ with a special quadratic dependence on the spectral parameter, which includes also system (2.6) with $E_{k} \equiv 0$.

### 5.1 Preliminaries and Lagrange identity

Throughout this chapter we assume that $S_{k}(\lambda)$ has a positive radius of convergence as a power series with respect to $\lambda$ uniformly in $k \in[0, \infty)_{z}$. It means that there exists $\varepsilon>0$ such that $\mathbb{S}_{k}(\lambda)$ is absolute convergent for all $\lambda \in \mathbb{C}$ satisfying $|\lambda|<\varepsilon$ and all $k \in[0, \infty)_{\mathbb{z}}$. We denote this region of convergence as $\mathbb{C}_{\mathbb{S}}$, i.e., we have $\mathbb{C}_{S}:=\{\lambda \in \mathbb{C}| | \lambda \mid<\varepsilon\}$. Moreover, we say that $\mathbb{S}_{k}(\lambda)$ is a polynomial matrix (of degree $p$ ) with respect to $\lambda$, if there exists $p \in \mathbb{N}_{0}$ such that $\mathbb{S}_{k}(\lambda)=\sum_{j=0}^{p} \lambda^{j} \mathcal{S}_{k}^{[]]}$with $\mathcal{S}_{k}^{[p]} \equiv 0$. Obviously, in the latter case we can take $\varepsilon=\infty$, i.e., $\mathbb{C}_{\mathbb{S}}=\mathbb{C}$. If $\mathcal{S}_{k}^{[j]} \not \equiv 0$ for infinitely many $j \in \mathbb{N}_{0}$, we say that the matrix $\mathbb{S}_{k}(\lambda)$ is analytic with respect to $\lambda$.

Using the absolute convergence of the matrices $\mathbb{S}_{k}(\lambda)$ for all $\lambda \in \mathbb{C}_{\mathbb{S}}$, identity (5.2) can be equivalently written as

$$
\begin{equation*}
\mathcal{S}_{k}^{[0] *} \mathcal{S}_{k}^{[0]}=\mathcal{J} \quad \text { and } \quad \sum_{j=0}^{m} \mathcal{S}_{k}^{[]^{[j} \mathcal{J}} \mathcal{S}_{k}^{[m-]]}=0 \quad \text { for all } m \in \mathbb{N} . \tag{5.3}
\end{equation*}
$$

If $\mathbb{S}_{k}(\lambda)$ is a polynomial matrix of degree $p$ in $\lambda$, then the sum in (5.3) is nontrivial only for $m=0, \ldots, 2 p$. Moreover, identity (5.2) also implies that $\mathbb{S}_{k}(\lambda)$ is invertible with

$$
\begin{equation*}
\mathbb{S}_{k}^{-1}(\lambda)=-\mathcal{J} \mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J}=-\sum_{j=0}^{\infty} \lambda^{j} \mathcal{J} \mathcal{S}_{k}^{[j] *} \mathcal{J} . \tag{5.4}
\end{equation*}
$$

The following lemma provides several equivalent formulations of assumption (5.2), compare with Lemma 2.1.1. The proof follows (again) by direct calculations and from (5.4).
Lemma 5.1.1. Let $n \in \mathbb{N}$ be given. For any $k \in[0, \infty)_{z}$ the following conditions are equivalent.
(i) The matrix $\mathbb{S}_{k}(\lambda)$ in (5.1) satisfies identity (5.2) for all $\lambda \in \mathbb{C}_{S}$.
(ii) The matrices $\mathcal{S}_{k}^{[0]}, \mathcal{S}_{k}^{[1]}, \ldots$ satisfy the equalities in (5.3).
(iii) The matrix $\mathbb{S}_{k}(\lambda)$ satisfies

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(\bar{\lambda})=\mathcal{J} \quad \text { for all } \lambda \in \mathbb{C}_{\mathfrak{S}} . \tag{5.5}
\end{equation*}
$$

(iv) The matrices $\mathcal{S}_{k}^{[0]}, \mathcal{S}_{k}^{[1]}, \ldots$ satisfy

$$
\begin{equation*}
\mathcal{S}_{k}^{[0]} \mathcal{S}_{k}^{[0]^{*}}=\mathcal{J} \quad \text { and } \quad \sum_{j=0}^{m} \mathcal{S}_{k}^{[j]} \mathcal{J} \mathcal{S}_{k}^{[m-]^{*}}=0 \quad \text { for all } m \in \mathbb{N} . \tag{5.6}
\end{equation*}
$$

Given Lemma 5.1.1 we can summarize the basic notation used in this chapter.
Notation 5.1.2. The number $n \in \mathbb{N}$ is fixed and $\mathcal{S}^{[0]}, \mathcal{S}^{[1]}, \cdots \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ are such that
(i) the equalities in (5.3) are satisfied for all $k \in[0, \infty)_{z}$ and
(ii) the radius of convergence of $\mathbb{S}_{k}(\lambda)$ in $\lambda$ is equal to $\varepsilon>0$ uniformly in $k \in[0, \infty)_{z}$.

The invertibility of $\mathbb{S}_{k}(\lambda)$ guarantees that system $\left(\mathcal{S}_{\lambda}\right)$ is uniquely solvable on $[0, \infty)_{z}$ for any initial value at any $k_{0} \in[0, \infty)_{\mathbb{z}}$. Moreover, when $\mathbb{S}_{k}(\lambda)$ is polynomial of degree $p$ in $\lambda$, we obtain an additional information about its determinant, which generalizes the result in Theorem 2.1.3. However, when $\mathbb{S}_{k}(\lambda)$ is analytic and not polynomial in $\lambda$, then the following statement may be violated as we will demonstrate in Example 5.2.4.
Theorem 5.1.3. Let $k \in[0, \infty)_{\mathbb{Z}}$ and $\lambda \in \mathbb{C}_{\mathbb{S}}$ be such that the matrix $\mathbb{S}_{k}(\lambda)$ is polynomial in $\lambda$. Then $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} \mathcal{S}_{k}^{[0]}\right|=1$.

Proof. If $\mathbb{S}_{k}(\lambda)$ is polynomial in $\lambda$, then identity (5.4) implies that $\mathbb{S}_{k}(\lambda)$ is even an unimodular polynomial matrix. Thus, its determinant is constant in $\lambda$ and we have

$$
\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} \mathbb{S}_{k}(0)\right|=\left|\operatorname{det} \mathcal{S}_{k}^{[0]}\right|=1,
$$

because $\mathcal{S}_{k}^{[0]}$ is a symplectic matrix by the first equality in (5.3).
Now we return to a general case of the analytic dependence on $\lambda$. The following lemma provides an extension of identity (5.5) and it is a main tool for the proof of the Lagrange identity given below.
Lemma 5.1.4. For all $k \in[0, \infty)_{\mathbb{Z}}$ and any $\lambda, v \in \mathbb{C}_{S}$ we have

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v)=\mathcal{J}+(\lambda-\bar{v}) \Lambda_{k}(\lambda, \bar{v}), \tag{5.7}
\end{equation*}
$$

where the matrix $\Lambda(\lambda, \bar{v}) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ is defined by

$$
\begin{equation*}
\Lambda_{k}(\lambda, \bar{v}):=\sum_{m=0}^{\infty} \sum_{j=0}^{m} \lambda^{m-j} \bar{v} j \sum_{\ell=0}^{j} \mathcal{S}_{k}^{[m-\ell+1]} \mathcal{S}_{k}^{[f]} . \tag{5.8}
\end{equation*}
$$

Moreover, for $v=\lambda$ the matrix $\Lambda_{k}(\lambda, \bar{\lambda})$ is Hermitian for all $k \in[0, \infty)_{\mathbb{z}}$.
Remark 5.1.5. If $\mathbb{S}_{k}(\lambda)$ is a polynomial matrix of degree $p$ in $\lambda$, then the infinite sum in (5.8) is in fact a finite sum for $m=0, \ldots, 2 p-1$. Observe also that identity (5.8) reduces to (5.5) when $v=\bar{\lambda}$. Moreover, we point out that the Hermitian property of $\Lambda_{k}(\lambda, \bar{\lambda})$ was already shown in [49, Proposition 1].
$\qquad$

Proof of Lemma 5.1.4. Let $k \in[0, \infty)_{\mathbb{Z}}$ and $\lambda, v \in \mathbb{C}_{\mathbb{S}}$ be fixed. The power series for $\mathbb{S}_{k}(\lambda)$ and $\mathbb{S}_{k}^{*}(v)$ converge absolutely, so that the terms in the product $\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v)$ can be re-arranged to the separate powers of $\lambda^{m-j} \bar{v}^{j}$, that is,

$$
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v)=\sum_{m=0}^{\infty} \sum_{j=0}^{m} \lambda^{m-j} \bar{v}^{j} \mathcal{S}_{k}^{[m-]} \mathcal{J} \mathcal{S}_{k}^{[j *} .
$$

By using identity (5.6) for each $m \in \mathbb{N}$, we replace the term $\bar{v}^{m} \mathcal{S}_{k}^{[0]} \mathcal{S}_{k}^{[m] *}$ by

$$
-\bar{v}^{m}\left(\mathcal{S}_{k}^{[m]} \mathcal{J} \mathcal{S}_{k}^{[0] *}+\mathcal{S}_{k}^{[m-1]} \mathcal{J} \mathcal{S}_{k}^{[1] *}+\cdots+\mathcal{S}_{k}^{[1]} \mathcal{J} \mathcal{S}_{k}^{[m-1]^{*}}\right)
$$

Thus, with the aid of the first identity in (5.6), we get

$$
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v)=\mathcal{J}+\sum_{m=1}^{\infty} \sum_{j=1}^{m}\left(\lambda^{j}-\bar{v}^{j}\right) \bar{v}^{m-j} \mathcal{S}_{k}^{[j]} \mathcal{J} \mathcal{S}_{k}^{[m-]^{*}} .
$$

Upon factoring $\lambda-\bar{v}$ out of each term $\lambda^{j}-\bar{v}^{j}=(\lambda-\bar{v}) \sum_{\ell=1}^{j} \lambda^{j-\ell} \bar{v}^{\ell-1}$ and collecting the remaining products with the same powers of $\lambda$ and $\bar{v}$, we obtain

$$
\begin{aligned}
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v) & =\mathcal{J}+(\lambda-\bar{v}) \sum_{m=1}^{\infty} \sum_{j=1}^{m}\left(\sum_{\ell=1}^{j} \lambda^{j-\ell} \bar{v}^{\ell-1}\right) \bar{v}^{m-j} \mathcal{S}_{k}^{[j]} \mathcal{J} \mathcal{S}_{k}^{[m-j]^{*}} \\
& =\mathcal{J}+(\lambda-\bar{v}) \sum_{m=0}^{\infty} \sum_{j=0}^{m}\left(\sum_{\ell=0}^{j} \lambda^{j-\ell} \bar{v}^{m+\ell-j}\right) \mathcal{S}_{k}^{[j+1]} \mathcal{J} \mathcal{S}_{k}^{[m-j]^{*}} \\
& =\mathcal{J}+(\lambda-\bar{v}) \sum_{m=0}^{\infty} \sum_{j=0}^{m} \lambda^{m-j} \bar{v}^{j} \sum_{\ell=0}^{j} \mathcal{S}_{k}^{[m-\ell+1]} \mathcal{S} \mathcal{S}_{k}^{[\ell]^{*}}=\mathcal{J}+(\lambda-\bar{v}) \wedge_{k}(\lambda, \bar{v}),
\end{aligned}
$$

where we used also the formula $\sum_{j=0}^{m} \sum_{\ell=0}^{j} a_{j, \ell}=\sum_{\ell=0}^{m} \sum_{j=\ell}^{m} a_{j, \ell}$. Finally, for $v:=\lambda$ we get from the fact $\mathcal{J}^{*}=-\mathcal{J}$ and identities (5.6) that the matrix $\Lambda_{k}(\lambda, \bar{\lambda})$ is Hermitian.

The following theorem represents the main result of this section. Its relationship to known discrete Lagrange identities in the literature is discussed in Section 5.2.
Theorem 5.1.6 (Lagrange identity). Let the numbers $m \in \mathbb{N}$ and $\lambda, v \in \mathbb{C}_{\mathbb{S}}$ be given. If the sequences $Z(\lambda), Z(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ solve systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ on $[0, \infty)_{\mathbb{Z}}$, respectively, then for any $k \in[0, \infty)_{\mathbb{Z}}$ we have

$$
\begin{gather*}
\Delta\left[Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(v)\right]=(\bar{\lambda}-v) Z_{k+1}^{*}(\lambda) \mathcal{J} \Lambda_{j}(\bar{\lambda}, v) \mathcal{J} Z_{k+1}(v),  \tag{5.9}\\
Z_{k+1}^{*}(\lambda) \mathcal{J} Z_{k+1}(v)=Z_{0}^{*}(\lambda) \mathcal{J} Z_{0}(v)+(\bar{\lambda}-v) \sum_{j=0}^{k} Z_{j+1}^{*}(\lambda) \mathcal{J} \Lambda_{j}(\bar{\lambda}, v) \mathcal{J} Z_{j+1}(v) . \tag{5.10}
\end{gather*}
$$

In particular, for $v=\bar{\lambda}$ and $v=\lambda$ we have on $[0, \infty)_{\mathbb{Z}}$, respectively,

$$
\begin{gather*}
Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(\bar{\lambda}) \equiv Z_{0}^{*}(\lambda) \mathcal{J} Z_{0}(\bar{\lambda}),  \tag{5.11}\\
Z_{k+1}^{*}(\lambda) \mathcal{J} Z_{k+1}(\lambda)=Z_{0}^{*}(\lambda) \mathcal{J} Z_{0}(\lambda)-2 i \operatorname{im}(\lambda) \sum_{j=0}^{k} Z_{j+1}^{*}(\lambda) \mathcal{J} \wedge_{j}(\bar{\lambda}, \lambda) \mathcal{J} Z_{j+1}(\lambda) . \tag{5.12}
\end{gather*}
$$

Proof. Given that $Z_{k}(\lambda)$ and $Z_{k}(v)$ satisfy systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\mathcal{S}_{v}\right)$ for all $k \in[0, \infty)_{\mathbb{Z}}$, respectively, we obtain from formula (5.4) and Lemma 5.1.4 that

$$
\begin{aligned}
& \Delta\left[Z_{k}^{*}(\lambda) \mathcal{J} Z_{k}(v)\right]=Z_{k+1}^{*}(\lambda)\left[\mathcal{J}-\mathbb{S}_{k}^{*-1}(\lambda) \mathcal{J} \mathbb{S}_{k}^{-1}(v)\right] Z_{k+1}(v) \\
& \stackrel{(5.4)}{=} Z_{k+1}^{*}(\lambda)\left[\mathcal{J}+\mathcal{J} \mathbb{S}_{k}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}^{*}(\bar{v}) \mathcal{J}\right] Z_{k+1}(v) \stackrel{(5.7)}{=}(\bar{\lambda}-v) Z_{k+1}^{*}(\lambda) \mathcal{J} \Lambda_{k}(\bar{\lambda}, v) \mathcal{J} Z_{k}(v) .
\end{aligned}
$$

Identities (5.9)-(5.12) are only direct consequences of (5.9).
Identity (5.12) indicates that the matrix $\mathcal{J} \wedge_{k}(\bar{\lambda}, \lambda) \mathcal{J}$ will play an important role in the study of square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, especially in the definition of the semi-inner product associated with system $\left(\mathcal{S}_{\lambda}\right)$, see Section 5.3. Hence we define the Hermitian $2 n \times 2 n$ matrix

$$
\begin{equation*}
\Psi_{k}(\lambda):=\mathcal{J} \wedge_{k}(\bar{\lambda}, \lambda) \mathcal{J}=\sum_{m=0}^{\infty} \sum_{j=0}^{m} \bar{\lambda}^{m-j} \lambda^{j} \sum_{\ell=0}^{j} \mathcal{J} \mathcal{S}_{k}^{[m-\ell+1]} \mathcal{J} \mathcal{S}_{k}^{[\ell * \mathcal{F}} \mathcal{J} . \tag{5.13}
\end{equation*}
$$

Remark 5.1.7. The expression of the matrix $\Psi_{k}(\lambda)$ given in (5.13) can be significantly simplified for real $\lambda$, i.e., for $\lambda \in \mathbb{C}_{\mathbb{S}} \cap \mathbb{R}$. In particular, if we denote by $\mathscr{S}_{k}(\lambda):=\frac{d}{d \lambda} S_{k}(\lambda)$ the derivative of $\mathbb{S}_{k}(\lambda)$ with respect to $\lambda$, then

$$
\begin{equation*}
\Psi_{k}(\lambda)=\sum_{m=0}^{\infty} \sum_{j=0}^{m} \lambda^{m} \sum_{\ell=0}^{j} \mathcal{J} \mathcal{S}_{k}^{[m-\ell+1]} \mathcal{X} \mathcal{S}_{k}^{[\ell] \mathcal{F}} \mathcal{J}=\mathcal{J} \dot{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(\lambda) \mathcal{J}=-\mathcal{J} \mathbb{S}_{k}(\lambda) \mathcal{J} \dot{S}_{k}^{*}(\lambda) \mathcal{J}, \tag{5.14}
\end{equation*}
$$

where the last equality follows from the fact $\Psi_{k}^{*}(\lambda)=\Psi_{k}(\lambda)$. The matrix $\mathcal{J} \dot{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(\lambda) \mathcal{J}$ was used in $[113,149]$ in the oscillation theory of discrete symplectic systems with general nonlinear dependence on $\lambda \in \mathbb{R}$.

The Lagrange identity established in (5.12) has many applications in the qualitative theory of difference equations. Apart from the results in the following sections, it yields for example the $\mathcal{J}$-monotonicity of the fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$. Following the terminology from [114, pg. 7], a matrix $M \in \mathbb{C}^{2 n \times 2 n}$ is called $\mathcal{J}$-nondecreasing if $i M^{*} \mathcal{J} M \geq i \mathcal{J}$, and $M$ is $\mathcal{J}$-nonincreasing if $i M^{*} \mathcal{J} M \leq i \mathcal{J}$. Similarly we define the corresponding notions of a $\mathcal{\text { -increasing or }} \mathfrak{J}$-decreasing matrix. These concepts were used in [114] to study the stability zones for periodic linear Hamiltonian differential systems. In a similar way, such stability zones were studied in $[129,130]$ for the linear Hamiltonian difference systems given in (2.6) with $H_{k} \equiv 0$ and in [49] for system $\left(\mathcal{S}_{\lambda}\right)$ with $\mathcal{S}_{k}^{[0]}=I$.
Corollary 5.1.8. Let $\lambda \in \mathbb{C}_{\mathbb{S}}$ be fixed, $\Psi_{k}(\lambda) \geq 0$ on $[0, \infty)_{\mathbb{Z}}$, and $\Phi(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ be a fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$ such that the matrix $\Phi_{0}(\lambda)$ is symplectic, i.e., it satisfies $\Phi_{0}^{*}(\lambda) \mathcal{J} \Phi_{0}(\lambda)=\mathcal{J}$. Then for every $k \in[0, \infty)_{z}$ the matrix $\Phi_{k}(\lambda)$ is $\mathcal{J}$-nondecreasing when $\operatorname{im}(\lambda)>0$, or $\mathcal{J}$-nonincreasing when $\operatorname{im}(\lambda)<0$. If, in addition, there exists $N \in[0, \infty)_{z}$ such that every nontrivial solution $z(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ of system $\left(\mathcal{S}_{\lambda}\right)$ satisfies

$$
\begin{equation*}
\sum_{k=0}^{N} z_{k+1}^{*}(\lambda) \Psi_{k+1}(\lambda) z_{k}(\lambda)>0 \tag{5.15}
\end{equation*}
$$

then the $\mathcal{J}$-monotonicity of $\Phi_{k}(\lambda)$ is strict for all $k \in[N+1, \infty)_{\mathbb{Z}}$, i.e., $\Phi_{k}(\lambda)$ is $\mathcal{J}$-increasing when $\operatorname{im}(\lambda)>0$, or $\mathcal{d}$-decreasing when $\operatorname{im}(\lambda)<0$.

Proof. By applying (5.12) to the fundamental matrix $\Phi(\lambda)$ we get

$$
\begin{equation*}
i \Phi_{k}^{*}(\lambda) \mathcal{J} \Phi_{k}(\lambda)-i \mathcal{J}=2 \operatorname{im}(\lambda) \sum_{j=0}^{k-1} \Phi_{j+1}^{*}(\lambda) \Psi_{j}(\lambda) \Phi_{j+1}(\lambda) . \tag{5.16}
\end{equation*}
$$

Since $\Psi_{k}(\lambda) \geq 0$ for all $k \in[0, \infty)_{\mathbb{Z}}$, the sum on the right-hand side of (5.16) is zero for $k=0$ and nonnegative for $k \in[1, \infty)_{\mathbb{Z}}$, so that $\Phi_{k}(\lambda)$ is $\mathcal{J}$-nondecreasing when $\operatorname{im}(\lambda)>0$, and it is $\mathfrak{\jmath}$-nonincreasing when $\operatorname{im}(\lambda)<0$. Moreover, the additional assumption concerning inequality (5.15) guarantees that the sum in (5.16) is positive definite for all $k \in[N+1, \infty)_{\mathbb{Z}}$, so that $\Phi_{k}(\lambda)$ is $\mathcal{J}$-increasing when $\operatorname{im}(\lambda)>0$, and it is $\mathcal{J}$-decreasing when $\operatorname{im}(\lambda)<0$.

### 5.2 Special examples

In this section we show the connection of the generalized Lagrange identity from Theorem 5.1.6 with several special cases known in the literature. We also demonstrate that a nonsingular weight matrix $\Psi_{k}(\lambda)$ can be obtained when $\mathbb{S}_{k}(\lambda)$ is quadratic in $\lambda$, compare with the weight matrix $\Psi_{k}$ defined in (2.1).
Example 5.2.1. The simplest example of system $\left(\mathcal{S}_{\lambda}\right)$ provides system $\left(\mathcal{S}_{\lambda}\right)$ with general linear dependence on the spectral parameter studied in Chapter 2. Indeed, if the matrix $\mathbb{S}_{k}(\lambda)$ is linear in $\lambda$, i.e., $\mathbb{S}_{k}(\lambda)=\mathcal{S}_{k}^{[0]}+\lambda \mathcal{S}_{k}^{[1]}$ and $\mathcal{S}_{k}^{[j]}:=0$ for $j=2,3, \ldots$, then Lemma 5.1.1 implies that

$$
\mathcal{S}_{k}^{[0 * *} \mathcal{X} \mathcal{S}_{k}^{[1]}=\mathcal{J}, \quad \mathcal{S}_{k}^{[0] *} \mathcal{J} \mathcal{S}_{k}^{[1]}+\mathcal{S}_{k}^{[1 *} \mathcal{X} \mathcal{S}_{k}^{[0]}=0, \quad \text { and } \quad \mathcal{S}_{k}^{[1 * *} \mathcal{X} \mathcal{S}_{k}^{[1]}=0
$$

In other words, the matrices $\mathcal{S}_{k}:=\mathcal{S}_{k}^{[0]}$ and $v_{k}=\mathcal{S}_{k}^{[1]}$ satisfy the first three conditions in (2.1) and system $\left(\mathcal{S}_{\lambda}\right)$ reduces to $\left(\mathcal{S}_{\lambda}\right)$ with $\mathbb{S}_{k}(\lambda):=\mathbb{S}_{k}(\lambda)$. In this case $\varepsilon=\infty$, i.e., $\mathbb{C}_{\mathbb{S}}=\mathbb{C}$, and $\Lambda_{k}(\lambda, \bar{v})=\mathcal{S}_{k}^{[1]} \mathcal{J} \mathcal{S}_{k}^{[0] *}$. Hence $\Psi_{k}(\lambda)=\mathcal{S}_{k}^{[1]} \mathcal{S} \mathcal{S}_{k}^{[0] *}$, i.e., $\Psi_{k}(\lambda)=\Psi_{k}$ as defined in (2.1), which shows that Theorem 5.1.6 generalizes Theorem 2.1.7 and Lemma 2.1.5. Consequently, system $\left(\mathcal{S}_{\lambda}\right)$ includes all special cases of system $\left(\mathcal{S}_{\lambda}\right)$ mentioned in the introduction of Chapter 2, see (2.7)-(2.10).
Example 5.2.2. Now, let the dependence on $\lambda$ in system $\left(\mathcal{S}_{\lambda}\right)$ be quadratic, i.e., $\xi_{k}^{[j]} \equiv 0$ for $j=3,4, \ldots$ and

$$
\begin{equation*}
z_{k+1}(\lambda)=\left[S_{k}^{[0]}+\lambda \delta_{k}^{[1]}+\lambda^{2} S_{k}^{[2]}\right] z_{k}(\lambda), \tag{5.17}
\end{equation*}
$$

where $\mathcal{S}_{k}^{[0]}$ satisfies the first identity in (5.3), the matrices $\mathcal{S}_{k}^{[0] *} \mathcal{S _ { k } ^ { [ 1 ] }}$ and $\mathcal{S}_{k}^{[1] *} \mathcal{d} \mathcal{S}_{k}^{[2]}$ are Hermitian, $\mathcal{S}_{k}^{[2] *} \mathcal{S _ { k } ^ { [ 2 ] }}=0$, and

$$
\mathcal{S}_{k}^{[0] *} \mathcal{X} \mathcal{S}_{k}^{[2]}+\mathcal{S}_{k}^{[1] *} \mathcal{X} \mathcal{S}_{k}^{[1]}+\mathcal{S}_{k}^{[2] *} \mathcal{X} \mathcal{S}_{k}^{[0]}=0
$$

These conditions represent identity (5.3) with $m=0, \ldots, 4$, while for $m=5,6, \ldots$ the sum in identity (5.3) is trivial. In particular, we consider system (5.17) with the special quadratic dependence on $\lambda$ given by

$$
\mathcal{S}_{k}^{[0]}=\left(\begin{array}{ll}
\mathcal{A}_{k} & \mathcal{B}_{k}  \tag{5.18}\\
\mathcal{C}_{k} & \mathcal{D}_{k}
\end{array}\right), \mathcal{S}_{k}^{[1]}=\left(\begin{array}{cc}
0 & \mathcal{A}_{k} \mathcal{W}_{k}^{[2]} \\
-\mathcal{W}_{k}^{[1]} \mathcal{A}_{k} & \mathcal{C}_{k} \mathcal{W}_{k}^{[2]}-\mathcal{W}_{k}^{[1]} \mathcal{B}_{k}
\end{array}\right), \mathcal{S}_{k}^{[2]}=\left(\begin{array}{cc}
0 & 0 \\
0 & -\mathcal{W}_{k}^{[1]} \mathcal{A}_{k} \mathcal{W}_{k}^{[2]}
\end{array}\right),
$$

where $\mathcal{W}_{k}^{[1]}$ and $\mathcal{W}_{k}^{[2]}$ are Hermitian $n \times n$ matrices, see also system $\left(\mathcal{Q}_{\lambda}\right)$ in Section 5.4. Note that the coefficients in (5.18) corresponds to (2.7) when $\mathcal{W}_{k}^{[2]} \equiv 0$. In this case the matrix $\mathbb{S}_{k}(\lambda)$ can be factorized as

$$
S_{k}(\lambda)=\left(\begin{array}{cc}
I & 0  \tag{5.19}\\
-\lambda \mathcal{W}_{k}^{[1]} & I
\end{array}\right) \delta_{k}^{[0]}\left(\begin{array}{cc}
I & \lambda \mathcal{W}_{k}^{[2]} \\
0 & I
\end{array}\right),
$$

compare with (2.13). This shows that $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} \mathcal{S}_{k}^{[0]}(\lambda)\right|=1$ on $[0, \infty)_{\mathbb{Z}}$ for all $\lambda \in \mathbb{C}$ as claimed in Theorem 5.1.3. If we put

$$
\mathcal{T}_{k}(\lambda):=\left(\begin{array}{cc}
0 & \mathcal{A}_{k}  \tag{5.20}\\
-I & \mathcal{C}_{k}-\lambda \mathcal{W}_{k}^{[1]} \mathcal{A}_{k}
\end{array}\right) \quad \text { and } \quad \mathcal{W}_{k}:=\operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, \mathcal{W}_{k}^{[2]}\right\}
$$

then by (5.8) we get

$$
\Lambda(\lambda, \bar{v})=\mathcal{S}_{k}^{[1]} \mathcal{J} \mathcal{S}_{k}^{[0]^{*}}+\lambda \mathcal{S}_{k}^{[2]} \mathcal{J} \mathcal{S}_{k}^{[0] *}-\bar{v} \mathcal{S}_{k}^{[0]} \mathcal{J} \mathcal{S}_{k}^{[2] *}+\lambda \bar{v} \mathcal{S}_{k}^{[2]} \mathcal{J} \mathcal{S}_{k}^{[1] *}=-\mathcal{T}_{k}(\lambda) \mathcal{W}_{k} \mathcal{T}_{k}^{*}(v)
$$

Therefore by (5.13) we have

$$
\begin{equation*}
\Psi_{k}(\lambda)=-\mathcal{J} \mathcal{T}_{k}(\bar{\lambda}) \mathcal{W}_{k} \mathcal{T}_{k}^{*}(\bar{\lambda}) \mathcal{J} \quad \text { and } \quad \operatorname{det} \Psi_{k}(\lambda)=\left|\operatorname{det} \mathcal{A}_{k}\right|^{2} \times \operatorname{det} \mathcal{W}_{k} \tag{5.21}
\end{equation*}
$$

i.e., the matrix $\Psi_{k}(\lambda)$ is no longer constant in $\lambda$ and it is invertible if (and only if) the matrices $\mathcal{A}_{k}, \mathcal{W}_{k}^{[1]}$, and $\mathcal{W}_{k}^{[2]}$ are invertible, compare with $\Psi_{k}(\lambda)=\Psi_{k}$ in the case of general linear dependence on $\lambda$. However, the invertibility of the weight matrix $\Psi_{k}(\lambda)$ can occur only when system (5.17) with the coefficients specified in (5.18) corresponds to the linear Hamiltonian difference system from (2.6) with $A_{k}:=I-\mathcal{A}_{k}^{-1}, B_{k}:=\mathcal{A}_{k}^{-1} \mathcal{B}_{k}, C_{k}:=\mathcal{C}_{k} \mathcal{A}_{k}^{-1}$, $E_{k} \equiv 0, F_{k}=\mathcal{W}_{k}^{[2]}$, and $G_{k}=-\mathcal{W}_{k}^{[1]}$, see Remark 1.2.1(iv) and the identities in (1.29).

In addition, formula (5.4) yields that the multiplication of $z_{k+1}(\lambda)$ by $\mathcal{T}_{k}^{*}(\bar{\lambda}) \mathcal{J}$ produces a backward shift in the second component. More precisely, if $z_{k}(\lambda)=\left(x_{k}^{*}(\lambda), u_{k}^{*}(\lambda)\right)^{*}$ solves system (5.17) with (5.18), then by using the partially shifted notation

$$
\begin{equation*}
z_{k}^{[\mathrm{s}]}(\lambda):=\left(x_{k+1}^{*}(\lambda), u_{k}^{*}(\lambda)\right)^{*} \tag{5.22}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\mathcal{T}_{k}^{*}(\bar{\lambda}) \mathcal{J} z_{k+1}(\lambda)=z_{k}^{[\mathrm{s}]}(\lambda) \quad \text { and } \quad z_{k+1}^{*}(\lambda) \mathcal{J} \mathcal{T}_{k}(\bar{\lambda})=-\left[\mathcal{T}_{k}^{*}(\bar{\lambda}) \mathcal{J} z_{k+1}(\lambda)\right]^{*}=-z_{k}^{[s] *}(\lambda) \tag{5.23}
\end{equation*}
$$

Hence identity (5.9) can be written as

$$
\begin{equation*}
\Delta\left[z_{k}^{*}(\lambda) \mathcal{J} z_{k}(v)\right]=-(\bar{\lambda}-v) z_{k+1}^{*}(\lambda) \mathcal{J} \mathcal{T}_{k}(\bar{\lambda}) \mathcal{W}_{k} \mathcal{T}_{k}^{*}(\bar{v}) \mathcal{J} z_{k+1}(v)=(\bar{\lambda}-v) z_{k}^{[\mathrm{s}] *}(\lambda) \mathcal{W}_{k} z_{k}^{[\mathrm{s}]}(v) \tag{5.24}
\end{equation*}
$$

Since the weight matrix $\mathcal{W}_{k}$ in (5.24) is independent of $\lambda$, we can associate with the system in hand a semi-inner product and a semi-norm, which are independent of $\lambda$, see (5.41) below. We note that the latter observation is crucial for the invariance of the limit circle case derived in Section 5.4.

In the following example we investigate the connection between the linear Hamiltonian difference system from (2.6) and system $\left(\mathcal{S}_{\lambda}\right)$.
Example 5.2.3. According to Remark 1.2.1(iv), see identity (1.28), system (2.6) can be written as system $\left(\mathcal{S}_{\lambda}\right)$ with the coefficient matrix $\mathbb{S}_{k}(\lambda)=\left(\begin{array}{c}\mathcal{A}_{k}(\lambda) \\ \mathcal{C}_{k}(\lambda) \\ \mathcal{B}_{k}(\lambda) \\ \mathcal{D}_{k}(\lambda)\end{array}\right)$, where

$$
\left.\begin{array}{c}
\mathcal{A}_{k}(\lambda):=\widetilde{A}_{k}(\lambda)=\left(I-A_{k}-\lambda E_{k}\right)^{-1}, \quad \mathcal{B}_{k}(\lambda):=\widetilde{A}_{k}(\lambda)\left(B_{k}+\lambda F_{k}\right),  \tag{5.25}\\
\mathcal{C}_{k}(\lambda):=\left(C_{k}+\lambda G_{k}\right) \widetilde{A}_{k}(\lambda), \quad \mathcal{D}_{k}(\lambda):=I-A_{k}^{*}-\lambda E_{k}^{*}+\left(C_{k}+\lambda G_{k}\right) \widetilde{A}_{k}(\lambda)\left(B_{k}+\lambda F_{k}\right) .
\end{array}\right\}
$$

We claim that the matrix $\widetilde{A}_{k}(\lambda)$ is polynomial in $\lambda$, and consequently the corresponding system $\left(\mathcal{S}_{\lambda}\right)$ is polynomial in $\lambda$. Let us fix $k \in[0, \infty)_{\mathbb{Z}}$. By the definition of the determinant, the function $d(\lambda):=\operatorname{det}\left(I-A_{k}-\lambda E_{k}\right)$ is a polynomial of degree at most $n$. The assumption on the existence of $\widetilde{A_{k}}(\lambda)$ for all $\lambda \in \mathbb{C}$ then implies that $d(\lambda) \neq 0$ for all $\lambda \in \mathbb{C}$. Thus,
$d(\lambda) \equiv d \neq 0$ on $\mathbb{C}$ and the matrix $I-A_{k}-\lambda E_{k}$ is unimodular. This yields that $\widetilde{A_{k}}(\lambda)$ is also a polynomial matrix in $\lambda$ (of degree at most $n-1$ ) and hence by (5.25), the matrix $\mathbb{S}_{k}(\lambda)$ is in this case polynomial of degree at most $n+1$. Although we do not calculate the matrix $\Lambda(\bar{\lambda}, v)$ explicitly, the corresponding Lagrange identity can be written as in (5.24) with $\mathcal{W}_{k}$ replaced by $-\mathcal{J} W_{k} ;$ cf. [36, Formula (2.55)]. Indeed, one easily observes that

$$
\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(v)=\left(\begin{array}{ll}
\mathcal{A}_{k}(\lambda) \mathcal{B}_{k}^{*}(v)-\mathcal{B}_{k}(\lambda) \mathcal{A}_{k}^{*}(v) & \mathcal{A}_{k}(\lambda) \mathcal{D}_{k}^{*}(v)-\mathcal{B}_{k}(\lambda) \mathcal{C}_{k}^{*}(v) \\
\mathcal{C}_{k}(\lambda) \mathcal{B}_{k}^{*}(v)-\mathcal{D}_{k}(\lambda) \mathcal{A}_{k}^{*}(v) & \mathcal{C}_{k}(\lambda) \mathcal{D}_{k}^{*}(v)-\mathcal{D}_{k}(\lambda) \mathcal{C}_{k}^{*}(v)
\end{array}\right)
$$

and similarly as in (5.23) we get

$$
z_{k+1}(\lambda)=-\mathcal{J} \mathcal{T}_{k}^{*-1}(\bar{\lambda}) z_{k}^{[\mathrm{s]}}(\lambda), \quad \text { where } \quad \mathcal{T}_{k}(\lambda):=\left(\begin{array}{cc}
0 & \mathcal{A}_{k}(\lambda) \\
-I & \mathcal{C}_{k}(\lambda)
\end{array}\right)
$$

Therefore, following the calculation in the proof of Theorem 5.1 .6 we obtain

$$
\begin{align*}
\Delta\left[z_{k}^{*}(\lambda) \mathcal{J} z_{k}(v)\right] & =z_{k}^{[\mathrm{s}] *}(\lambda) \mathcal{T}_{k}^{-1}(\bar{\lambda})\left[\mathcal{J}-\mathbb{S}_{k}(\bar{\lambda}) \mathcal{J} \mathscr{S}_{k}^{*}(\bar{v})\right] \mathcal{T}_{k}^{*-1}(\bar{v}) z_{k}^{[\mathrm{s}]}(v) \\
& =-(\bar{\lambda}-v) z_{k}^{[\mathrm{s}] *}(\lambda) \mathcal{J} W_{k} z_{k}^{[\mathrm{s}]}(v) \tag{5.26}
\end{align*}
$$

Especially, if $E_{k} \equiv 0$, then the matrix $\widetilde{A}_{k}(\lambda) \equiv \widetilde{A_{k}}$ does not depend on $\lambda$ and in this case system (2.6) can be written as system (5.17) with the special quadratic dependence on $\lambda$ specified in (5.18) with $\mathcal{A}_{k}$ being invertible, see also [142, Formula (2.3) and Lemma 2.2].

In the last example of this section we consider system $\left(\mathcal{S}_{\lambda}\right)$ with the truly analytic (i.e., nonpolynomial) dependence on $\lambda$, which was studied in $[48,49]$.
Example 5.2.4. Let $\mathcal{S}_{k}^{[j]}:=(1 / j!) E_{k}^{j}$ for $j=0,1, \ldots$, where $E_{k} \in \mathbb{C}^{2 n \times 2 n}$ is Hamiltonian for all $k \in[0, \infty)_{\mathbb{Z}}$, i.e., $E_{k}^{*} \mathcal{J}+\mathcal{J} E_{k}=0$. Then $\mathbb{C}_{\mathbb{S}}=\mathbb{C}$ and the coefficient matrix $\mathbb{S}_{k}(\lambda)$ is of the exponential type, i.e.,

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda)=\sum_{j=0}^{\infty} \frac{\lambda^{j}}{j!} E_{k}^{j}=\exp \left(\lambda E_{k}\right) \tag{5.27}
\end{equation*}
$$

Then by (5.8), (1.9)-(1.10), and the Hamiltonian property of $E_{k}$ we obtain

$$
\begin{equation*}
\Lambda(\lambda, \bar{v})=\sum_{j=1}^{\infty} \frac{(-1)^{j}(\lambda-\bar{v})^{j-1}}{j!} \mathcal{J}\left(E_{k}^{*}\right)^{j} \tag{5.28}
\end{equation*}
$$

compare with [49, pg. 6] or [48, Section 2]. The Lagrange identity has the same form as in (5.9) with the corresponding $\Lambda_{k}(\bar{\lambda}, v)$. Especially, let $n=1$ and consider the matrix $\mathbb{S}_{k}(\lambda)$ as in (5.27) with

$$
E_{k} \equiv E:=\left(\begin{array}{rr}
i & 1 \\
-1 & i
\end{array}\right)
$$

Then by (1.9) we have $\operatorname{det} \mathbb{S}_{k}(\lambda)=\mathrm{e}^{\lambda \operatorname{tr} E}=\mathrm{e}^{2 i \lambda}=\mathrm{e}^{-2 \operatorname{im}(\lambda)} \mathrm{e}^{2 i \operatorname{re}(\lambda)}$ for all $k \in[0, \infty)_{\mathbb{Z}}$ and any $\lambda \in \mathbb{C}$. Thus $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\mathrm{e}^{-2 \operatorname{im}(\lambda)}$ and it is equal to one if only if $\lambda \in \mathbb{R}$, which agrees with the symplecticity of the matrix $\mathbb{S}_{k}(\lambda)$ on the real line; compare with Theorem 5.1.3 and see also Example 5.3.9.

### 5.3 Weyl-Titchmarsh theory

In this section we focus on an eigenvalue problem and the Weyl-Titchmarsh theory for system $\left(\mathcal{S}_{\lambda}\right)$ with analytic or polynomial dependence on $\lambda$. We show that the main results of Chapter 2 remain valid also for the latter system, when we modify the corresponding Atkinson-type conditions to this more general setting. The solutions are weighted with respect to the Hermitian matrix $\Psi_{k}(\lambda)$ defined in (5.13), that is,

$$
\begin{equation*}
\|z\|_{(\lambda)}:=\sqrt{\langle z, z\rangle \Psi_{(\lambda)}} \text { and }\langle z, \tilde{z}\rangle \Psi_{(\lambda)}:=\sum_{k=0}^{\infty} z_{k+1}^{*} \Psi_{k}(\lambda) \tilde{z}_{k+1} . \tag{5.29}
\end{equation*}
$$

The expression of the bilinear form in (5.29) justifies the restriction of $\lambda \in \mathbb{C}_{\mathbb{S}}$ to those values for which $\Psi_{k}(\lambda) \geq 0$. Since this condition can be violated for some $\lambda \in \mathbb{C}_{\mathbb{S}}$, we denote by $\mathbb{C}_{\Psi}$ and $\mathbb{C}_{\Psi, N}$ the subsets of $\mathbb{C}_{\mathbb{S}}$ such that

$$
\begin{aligned}
\mathbb{C}_{\Psi_{, N}} & :=\left\{\lambda \in \mathbb{C}_{S} \mid \Psi_{k}(\lambda) \geq 0 \text { for all } k \in[0, N]_{\mathbb{Z}}\right\}, \\
\mathbb{C}_{\Psi} & :=\left\{\lambda \in \mathbb{C}_{S} \mid \Psi_{k}(\lambda) \geq 0 \text { for all } k \in[0, \infty)_{\mathbb{Z}}\right\},
\end{aligned}
$$

where $N \in[0, \infty)_{\mathbb{Z}}$. An example with $\mathbb{C}_{\psi} \subsetneq \mathbb{C}_{S}$ can be found in [A20, Example 5.7] for a continuous analogue of system $\left(\mathcal{S}_{\lambda}\right)$. Our treatment is based on the Lagrange identity derived in Theorem 5.1.6 and a construction of the Weyl disks. Nevertheless, the proofs are basically the same as for the linear dependence on $\lambda$ in Chapter 2 and hence they are omitted. For brevity, we do not keep the precise identification of the minimal assumptions as in Chapter 2 and slightly simplify some formulations.

Throughout this section, let $\alpha \in \Gamma$ be given, see (2.19), and $\mathcal{Z}(\lambda), \widetilde{\mathcal{Z}}(\lambda) \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n \times n}$ be the two components of the fundamental matrix $\Phi_{k}(\lambda)=\left(\mathcal{Z}_{k}(\lambda), \widetilde{\mathcal{Z}}_{k}(\lambda)\right)$ of system $\left(\mathcal{S}_{\lambda}\right)$ satisfying $\Phi_{0}(\lambda)=\left(\alpha^{*},-\partial \alpha^{*}\right)$, i.e., the solutions $\mathcal{Z}(\lambda)$ and $\widetilde{\mathcal{Z}}(\lambda)$ are determined by the initial conditions $\mathcal{Z}_{0}(\lambda)=\alpha^{*}$ and $\overline{\mathcal{Z}}_{0}(\lambda)=-\mathcal{J} \alpha^{*}$, compare with (2.22). The fundamental matrix $\Phi(\lambda)$ then satisfies the identities

$$
\Phi_{k}^{*}(\bar{\lambda}) \mathcal{J} \Phi_{k}(\lambda)=\mathcal{J} \quad \text { and } \quad \Phi_{k}(\lambda) \mathcal{J} \Phi_{k}^{*}(\bar{\lambda})=\mathcal{J} \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}},
$$

see Theorem 5.1.6 and compare with Lemma 2.1.6.
Now, let us fix $N \in[0, \infty)_{\mathbb{Z}}$ and $\beta \in \Gamma$. If we associate with system $\left(\mathcal{S}_{\lambda}\right)$ the following eigenvalue problem

$$
\begin{equation*}
\left(\mathcal{S}_{\lambda}\right), \quad k \in[0, N]_{\text {Z }}, \quad \lambda \in \mathbb{C}_{\mathbb{S}}, \quad \alpha z_{0}(\lambda)=0, \quad \beta z_{N+1}(\lambda)=0, \tag{5.30}
\end{equation*}
$$

then it follows as in Theorem 2.2.3 that the eigenvalues of problem (5.30) are characterized by $\operatorname{det} \beta \widetilde{\mathcal{Z}}_{N+1}(\lambda)=0$ and the corresponding eigenfunctions are of the form $\overline{\mathcal{Z}}(\lambda) d$ with a nonzero $d \in \operatorname{Ker} \beta \widetilde{\mathcal{Z}}_{N+1}(\lambda)$. Moreover, we introduce the following hypothesis, compare with Hypothesis 2.2.2.
Hypothesis 5.3.1 (Weak Atkinson condition - finite). For any $\lambda \in \mathbb{C}_{\Psi, N} \backslash \mathbb{R}$ every column $z(\lambda)$ of the solution $\overline{\mathcal{Z}}(\lambda)$ satisfies

$$
\sum_{k=0}^{N} z_{k+1}^{*}(\lambda) \Psi_{k}(\lambda) z_{k+1}(\lambda)>0 .
$$

Then, under Hypothesis 5.3.1, all eigenvalues of problem (5.30) restricted to the set $\mathbb{C}_{\Psi, N}$ are real and eigenfunctions corresponding to different eigenvalues are orthogonal with respect to the semi-inner product $\langle\cdot, \cdot\rangle_{\Psi(\lambda), N}$ defined similarly as in (5.29) with the sum over the finite discrete interval $[0, N]_{\mathbb{z}}$.

The $M(\lambda)$-function for system $\left(\mathcal{S}_{\lambda}\right)$ is defined in the same way as in Definition 2.2.4, i.e., $M_{k}(\lambda):=-\left[\beta \widetilde{\mathcal{Z}}_{k}(\lambda)\right]^{-1} \beta \mathcal{Z}_{k}(\lambda)$, and it satisfies the properties established in Lemma 2.2.5 and Theorem 2.2.7. In particular, $M_{k}^{*}(\lambda)=M_{k}(\bar{\lambda})$ and $M_{k}(\lambda)$ is analytic in $\lambda$.

For the rest of this section we consider system $\left(\mathcal{S}_{\lambda}\right)$ on $[0, \infty)_{\mathbb{Z}}$ and study its square summable solutions. For this purpose we will need the following condition.
Hypothesis 5.3.2 (Weak Atkinson condition-infinite). For $\lambda \in \mathbb{C}_{\mathbb{S}} \backslash \mathbb{R}$ such that $\lambda, \bar{\lambda} \in \mathbb{C}_{\psi}$ there exists $N_{4} \in[0, \infty)_{\mathbb{Z}}$ such that for $v \in\{\lambda, \bar{\lambda}\}$ we have

$$
\begin{equation*}
\sum_{k=0}^{N_{4}} z_{k+1}^{*}(v) \Psi_{k}(v) z_{k+1}(v)>0 \tag{5.31}
\end{equation*}
$$

for every column $z(v)$ of the solution $\overline{\mathcal{Z}}(v)$ of system $\left(\mathcal{S}_{v}\right)$.
We note that the number $N_{4}$ in Hypothesis 5.3.2 depends in general on the chosen $\lambda$ (and $\bar{\lambda}$ ). This is a weaker condition than in Hypothesis 2.3.7, where it was considered for all $\lambda \in \mathbb{C}$. The results of this section are phrased in terms of the following set

$$
\mathbb{C}_{A}:=\left\{\lambda \in \mathbb{C}_{\mathbb{S}} \backslash \mathbb{R} \mid \text { Hypothesis } 5.3 .2 \text { holds at } \lambda\right\},
$$

which is associated with the above Atkinson-type condition. Then, by definition, we have $\lambda \in \mathbb{C}_{A}$ if and only if $\bar{\lambda} \in \mathbb{C}_{A}$, i.e., the set $\mathbb{C}_{A}$ is symmetric with respect to the real axis. This observation is also very important for the development of the present theory.

For $M \in \mathbb{C}^{n \times n}$ we define the Weyl solution $\mathcal{X}(\lambda, M) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ of system $\left(\mathcal{S}_{\lambda}\right)$ by

$$
\mathcal{X}_{k}(\lambda, M):=\Phi_{k}(\lambda)\left(I, M^{*}\right)^{*},
$$

where $\Phi(\lambda)$ is the fundamental matrix of system $\left(\mathcal{S}_{\lambda}\right)$ specified above, cf. (2.23). Moreover, we utilize the Hermitian matrix-valued function $\mathcal{E}:[0, \infty)_{\mathbb{Z}} \times \mathbb{C}_{A} \times \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n}$ given by

$$
\mathcal{E}_{k}(\lambda, M):=i \delta(\lambda) \mathcal{X}_{k}^{*}(\lambda, M) \mathcal{J} \mathcal{X}_{k}(\lambda, M),
$$

compare with (2.32). This function is used for the definition of the Weyl disk $\mathcal{D}_{k}(\lambda)$ and the Weyl circle $\mathcal{C}_{k}(\lambda)$, i.e.,

$$
\mathcal{D}_{k}(\lambda):=\left\{M \in \mathbb{C}^{n \times n} \mid \mathcal{E}_{k}(\lambda, M) \leq 0\right\}, \quad \mathcal{C}_{k}(\lambda):=\left\{M \in \mathbb{C}^{n \times n} \mid \mathcal{E}_{k}(\lambda, M)=0\right\} .
$$

Since for $k=0$ we have $\mathcal{E}_{0}(\lambda, M)=-2 \delta(\lambda) \operatorname{im}(M)$, it follows from (5.12) that for $\lambda \in \mathbb{C}_{A}$ and $k \in[1, \infty)_{\mathbb{Z}}$ the elements of $\mathcal{D}_{k}(\lambda)$ are characterized by the inequality

$$
\begin{equation*}
\sum_{j=0}^{k-1} \mathcal{X}_{j+1}^{*}(\lambda, M) \Psi_{j}(\lambda) \mathcal{X}_{j+1}(\lambda, M) \leq \frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)} \tag{5.32}
\end{equation*}
$$

compare with Theorem 2.3.5. Similarly, the elements of $\mathcal{C}_{k}(\lambda)$ are characterized by the equality in (5.32). The following geometric description of the Weyl disk and the Weyl circle can be derived as in Section 2.3. If we set

$$
\begin{equation*}
\mathcal{G}_{k}(\lambda):=i \delta(\lambda) \overline{\mathcal{Z}}_{k}^{*}(\lambda) \mathcal{J} \mathcal{Z}_{k}(\lambda), \quad \mathcal{H}_{k}(\lambda):=i \delta(\lambda) \widetilde{\mathcal{Z}}_{k}^{*}(\lambda) \mathcal{J} \widetilde{\mathcal{Z}}_{k}(\lambda) \tag{5.33}
\end{equation*}
$$

then $\mathcal{H}_{k}(\lambda)$ is Hermitian, $\mathcal{H}_{0}(\lambda)=0$, and identity (5.12) yields

$$
\begin{equation*}
\mathcal{H}_{k}(\lambda)=2|\operatorname{im}(\lambda)| \sum_{j=0}^{k-1} \widetilde{\mathcal{Z}}_{j+1}^{*}(\lambda) \Psi_{j}(\lambda) \widetilde{\mathcal{Z}}_{j+1}(\lambda) \geq 0 \tag{5.34}
\end{equation*}
$$

This shows that $\mathcal{H}_{k}(\lambda)$ is nondecreasing in $k \in[0, \infty)_{\mathbb{Z}}$. Moreover, the symmetry of the set $\mathbb{C}_{A}$ with respect to the real axis and Hypothesis 5.3.2 guarantee that the matrices $\mathcal{H}_{k}(\lambda)$ and $\mathcal{H}_{k}(\bar{\lambda})$ are positive definite for $k \in\left[N_{4}+1, \infty\right)_{\mathbb{z}}$. We summarize the main properties of the Weyl disks in the following theorem.

Theorem 5.3.3. Let $\alpha \in \Gamma, \lambda \in \mathbb{C}_{A}$, and suppose that Hypothesis 5.3.2 holds. Then for all $k \in\left[N_{4}+1, \infty\right)_{\mathbb{Z}}$ the Weyl disk and the Weyl circle admit the representations

$$
\begin{equation*}
\mathcal{D}_{k}(\lambda)=\left\{\mathcal{P}_{k}(\lambda)+\mathcal{R}_{k}(\lambda) V \mathcal{R}_{k}(\bar{\lambda}) \mid V \in \mathbb{V}\right\}, \quad \mathcal{C}_{k}(\lambda)=\left\{\mathcal{P}_{k}(\lambda)+\mathcal{R}_{k}(\lambda) U \mathcal{R}_{k}(\bar{\lambda}) \mid U \in \mathbb{U}\right\}, \tag{5.35}
\end{equation*}
$$

where the center $\mathcal{P}_{k}(\lambda)$ and the matrix radii $\mathcal{R}_{k}(\lambda), \mathcal{R}_{k}(\bar{\lambda})$ are defined by

$$
\begin{equation*}
\mathcal{P}_{k}(\lambda):=-\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda), \quad \mathcal{R}_{k}(\lambda):=\mathcal{H}_{k}^{-1 / 2}(\lambda), \quad \mathcal{R}_{k}(\bar{\lambda}):=\mathcal{H}_{k}^{-1 / 2}(\bar{\lambda}), \tag{5.36}
\end{equation*}
$$

and $\mathbb{U}, \mathbb{V}$ are the sets defined in (2.39). Moreover, the Weyl disk $\mathcal{D}_{k}(\lambda)$ is closed, convex, and $\mathcal{D}_{k}(\lambda) \subseteq \mathcal{D}_{j}(\lambda)$ for all $k, j \in\left[N_{4}+1, \infty\right)_{\mathbb{Z}}$ with $k \geq j$.

Proof. The proof follows the same arguments as in Theorem 2.3.8. In particular, for the representations given in (5.35) we utilize the identity

$$
\begin{equation*}
\mathcal{E}_{k}(\lambda, M)=\left[\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)+M\right]^{*} \mathcal{H}_{k}(\lambda)\left[\mathcal{H}_{k}^{-1}(\lambda) \mathcal{G}_{k}(\lambda)+M\right]-\mathcal{H}_{k}^{-1}(\bar{\lambda}) \tag{5.37}
\end{equation*}
$$

for $k \in\left[N_{4}+1, \infty\right)_{\mathbb{Z}}$, which is obtained by completing $\mathcal{E}_{k}(\lambda, M)$ to a square, see formulas (2.38) and (2.43). Expression (5.37) uses the invertibility of $\mathcal{H}_{k}(\lambda)$ and $\mathcal{H}_{k}(\bar{\lambda})$ for $k \in\left[N_{4}+1, \infty\right)_{\mathbb{Z}}$, which is guaranteed by the assumption $\lambda \in \mathbb{C}_{A}$. In fact, the motivation for the complicated form of Hypothesis 5.3.2 comes from the above symmetry argument with respect to $\lambda$ and $\bar{\lambda}$.

The latter properties of the Weyl disks imply that the intersection of all $\mathcal{D}_{k}(\lambda)$ for $k \in\left[N_{4}+1, \infty\right)_{z}$ is nonempty, closed, and convex. Thus we define the limiting Weyl disk

$$
\mathcal{D}_{+}(\lambda):=\lim _{k \rightarrow \infty} \mathcal{D}_{k}(\lambda)=\bigcap_{k \in\left[N_{4}+1, \infty\right)_{\mathbb{Z}}} \mathcal{D}_{k}(\lambda) .
$$

From Theorem 5.3.3 and inequality (5.32) we obtain the following result. It extends Corollaries 2.3.11 and 2.3.12 to the case of the analytic dependence on $\lambda$.
Theorem 5.3.4. Let $\alpha \in \Gamma, \lambda \in \mathbb{C}_{A}$, and suppose that Hypothesis 5.3.2 holds. Then

$$
\begin{equation*}
\mathcal{D}_{+}(\lambda)=\left\{\mathcal{P}_{+}(\lambda)+\mathcal{R}_{+}(\lambda) V \mathcal{R}_{+}(\bar{\lambda}) \mid V \in \mathbb{V}\right\}, \tag{5.38}
\end{equation*}
$$

where the limiting center $\mathcal{P}_{+}(\lambda)$ and the limiting matrix radii $\mathcal{R}_{+}(\lambda), \mathcal{R}_{+}(\bar{\lambda})$ are given by

$$
\begin{equation*}
\mathcal{P}_{+}(\lambda):=\lim _{k \rightarrow \infty} \mathcal{P}_{k}(\lambda), \quad \mathcal{R}_{+}(\lambda):=\lim _{k \rightarrow \infty} \mathcal{R}_{k}(\lambda) \geq 0, \quad \mathcal{R}_{+}(\bar{\lambda}):=\lim _{k \rightarrow \infty} \mathcal{R}_{k}(\bar{\lambda}) \geq 0 . \tag{5.39}
\end{equation*}
$$

In addition, a matrix $M \in \mathbb{C}^{n \times n}$ belongs to the limiting Weyl disk $D_{+}(\lambda)$ if and only if

$$
\begin{equation*}
\sum_{k=0}^{\infty} \mathcal{X}_{k+1}^{*}(\lambda, M) \Psi_{k}(\lambda) \mathcal{X}_{k+1}(\lambda, M) \leq \frac{\operatorname{im}(M)}{\operatorname{im}(\lambda)} \tag{5.40}
\end{equation*}
$$

We note that by (5.34) and (5.36) the limit of $\mathcal{R}_{k}(\lambda)$ as $k \rightarrow \infty$ exist and is positive semidefinite, while the proof of the existence of the limit of the matrices $\mathcal{P}_{k}(\lambda)$ is based on the fixed point argument as in Theorem 2.3.9. The statement of Theorem 5.3.4 follows from Theorem 5.3.3 and formula (5.32).

Let $\lambda \in \mathbb{C} \psi$ be fixed. We now turn our attention to the number of linearly independent square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$. By $\ell_{\Psi(\lambda)}^{2}$ we denote the space of all sequence on $[0, \infty)_{\mathbb{Z}}$, which are square summable with respect to the weight $\Psi(\lambda)$, i.e.,

$$
\ell_{\Psi(\lambda)}^{2}:=\left\{z \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n} \mid\|z\|_{\Psi(\lambda)}<\infty\right\},
$$

where the semi-norm $\|\cdot\|_{\Psi_{(\lambda)}}$ is defined in (5.29) and $\Psi_{k}(\lambda) \geq 0$ on $[0, \infty)_{\mathbb{Z}}$. The space $\ell_{\Psi_{(\lambda)}}^{2}$ generally depends on the value of $\lambda$, but in some special cases it may be independent of $\lambda$, see Example 5.2.1 with $\Psi_{k}(\lambda) \equiv \Psi_{k}$. Furthermore, in view of (5.24) or (5.26) in Examples 5.2.2 and 5.2.3, i.e., we may consider for system ( $\mathcal{S}_{\lambda}$ ) with the coefficients specified in (5.18) or (5.25) the space

$$
\begin{equation*}
\ell_{\mathcal{W}}^{2}:=\left\{z \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n} \mid \sum_{k=0}^{\infty} z_{k}^{[s] *} \mathcal{W}_{k} z_{k}^{[\mathrm{s}]}<\infty\right\}, \tag{5.41}
\end{equation*}
$$

which does not depend on $\lambda$, see also Section 5.4.
We are interested in the subspace $\mathcal{N}(\lambda) \subseteq \ell_{\Psi(\lambda)}^{2}$ consisting of all square summable solutions of system $\left(\mathcal{S}_{\lambda}\right)$, i.e.,

$$
\begin{equation*}
\mathcal{N}(\lambda):=\left\{z \in \ell_{\Psi(\lambda)}^{2} \mid z \text { solves system }\left(\mathcal{S}_{\lambda}\right)\right\} . \tag{5.42}
\end{equation*}
$$

If $\lambda \in \mathbb{C}_{A}$, then by inequality (5.40) the columns of the Weyl solution $\mathcal{X}(\lambda, M)$ corresponding to the matrices $M \in \mathcal{D}_{+}(\lambda)$ are linearly independent and all belong to $\mathcal{N}(\lambda)$. This means that $n \leq \operatorname{dim} \mathcal{N}(\lambda) \leq 2 n$ for all $\lambda \in \mathbb{C}_{A}$, which justifies the classification of system $\left(\mathcal{S}_{\lambda}\right)$ as being in the limit point case if $\operatorname{dim} \mathcal{N}(\lambda)=n$, and as being in the limit circle case if $\operatorname{dim} \mathcal{N}(\lambda)=2 n$. The remaining cases with $n+1 \leq \operatorname{dim} \mathcal{N}(\lambda) \leq 2 n-1$ are called intermediate. Moreover, one can verify that the results of Theorem 2.4.1-Corollary 2.4.10 in Section 2.4 hold with exactly the same proofs also in the case of the analytic dependence on $\lambda$. Especially, the following extension of Theorem 2.4.8 to the analytic dependence on $\lambda$ is true.
Theorem 5.3.5. Let $\alpha \in \Gamma, \lambda \in \mathbb{C}_{A}$, and suppose that Hypothesis 5.3.2 holds. Then system ( $\mathcal{S}_{\lambda}$ ) has exactly $n+\operatorname{rank} \mathcal{R}_{+}(\lambda)$ linearly independent square summable solutions, i.e.,

$$
\operatorname{dim} \mathcal{N}(\lambda)=n+\operatorname{rank} \mathcal{R}_{+}(\lambda),
$$

where $\mathcal{R}_{+}(\lambda)$ is the matrix radius of the limiting Weyl disk $\mathcal{D}_{+}(\lambda)$ defined in (5.39).
By combining Theorem 5.3.5 and identity (5.38) we obtain the following limit point and limit circle classification of system $\left(\mathcal{S}_{\lambda}\right)$ in terms of the rank of $\mathcal{R}_{+}(\lambda)$, compare with Theorem 2.4.3 and Corollary 2.4.10.
Corollary 5.3.6. Let $\alpha \in \Gamma, \lambda \in \mathbb{C}_{A}$, and Hypothesis 5.3.2 hold. Then system $\left(\mathcal{S}_{\lambda}\right)$ is
(i) in the limit point case if and only if $\mathcal{R}_{+}(\lambda)=0$, in which case $\mathcal{D}_{+}(\lambda)=\left\{\mathcal{P}_{+}(\lambda)\right\}$ and $\mathcal{D}_{+}(\bar{\lambda})=\left\{\mathcal{P}_{+}(\bar{\lambda})\right\}$,
(ii) in the limit circle case if and only if $\mathcal{R}_{+}(\lambda)$ is invertible.

Remark 5.3.7. We note that the results of Chapter 3 regarding the Weyl-Titchmarsh theory for discrete symplectic systems with jointly varying endpoints hold in the same way for system with the analytic dependence on $\lambda$ under the appropriate strong Atkinson-type conditions including all nontrivial solutions, see Hypotheses 3.1.1 and Hypothesis 2.4.11.

Finally, we illustrate the results of the Weyl-Titchmarsh theory for system $\left(\mathcal{S}_{\lambda}\right)$ by two interesting examples with the exponential dependence on $\lambda$ discussed in Example 5.2.4.
Example 5.3.8. In this example we show that the discrete symplectic system

$$
\begin{equation*}
z_{k+1}(\lambda)=\exp (\lambda \mathcal{J}) z_{k}(\lambda) . \tag{5.43}
\end{equation*}
$$

is in the limit point case for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and we calculate the unique $2 n \times n$ solution (up to an invertible multiple) of system (5.43) whose columns lie in $\ell_{\Psi(\lambda)}^{2}$ and form a basis
of $\mathcal{N}(\lambda)$, i.e., the Weyl solution $\mathcal{X}\left(\lambda, \mathcal{P}_{+}(\lambda)\right)$. System (5.43) corresponds to the system from Example 5.2.4 with $E_{k}:=E \equiv \mathcal{J}$, which satisfies the condition $E_{k}^{*} \mathcal{J}+\mathcal{J} E_{k}=0$. Moreover, we have $\mathbb{S}_{k}(\lambda)=\exp (\lambda \mathcal{J})=(\cos \lambda) I+(\sin \lambda) \mathcal{J}$ and $\mathbb{C}_{\mathbb{S}}=\mathbb{C}$, see also [16, Example 11.3.4].

For simplicity we perform the calculations below in the scalar case, i.e., for $n=1$. The general case follows with the same arguments upon multiplication by the $n \times n$ or $2 n \times 2 n$ identity matrices at appropriate places. If we choose $\alpha=(1,0)$, then the fundamental matrix $\Phi_{k}(\lambda)$ of system (5.43) with $\Phi_{0}(\lambda)=I$ is given by

$$
\Phi_{k}(\lambda)=\exp (k \lambda \mathcal{J})=(\cos k \lambda) I+(\sin k \lambda) \mathcal{J}=\left(\begin{array}{rr}
\cos k \lambda & \sin k \lambda \\
-\sin k \lambda & \cos k \lambda
\end{array}\right), \quad k \in[0, \infty)_{\mathbb{Z}},
$$

and so $\widetilde{\mathcal{Z}}_{k}(\lambda)=(\sin k \lambda, \cos k \lambda)^{\top}$. Since the powers of $\mathcal{J}$ repeat in a cycle of length four, we obtain for any $k \in[0, \infty)_{\mathbb{Z}}$ by (5.28) that $\Lambda_{k}(\bar{\lambda}, \lambda)=-I$ for all $\lambda \in \mathbb{R}$, while for $\lambda \in \mathbb{C} \backslash \mathbb{R}$ we calculate (with $p:=\operatorname{im}(\lambda) \neq 0$ )

$$
\begin{aligned}
\Lambda_{k}(\bar{\lambda}, \lambda) & =\sum_{j=1}^{\infty} \frac{(-2 i p)^{j-1}}{j!} \mathcal{J}^{j+1}=\frac{1}{2 i p} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}(2 i p)^{2 j}}{(2 j)!} \mathcal{J}+\frac{1}{2 i p} \sum_{j=0}^{\infty} \frac{(-1)^{j+1}(2 i p)^{2 j+1}}{(2 j+1)!} I \\
& =\frac{\cosh 2 p-1}{2 p} i \mathcal{J}-\frac{\sinh 2 p}{2 p} I=\frac{\sinh p}{p}[(\sinh p) i \mathcal{J}-(\cosh p) I],
\end{aligned}
$$

where we used the well-known identities $\sinh 2 x=2 \sinh x \cosh x, \cosh 2 x=2 \sinh ^{2} x+1$, $i \sinh p=\sin (i x)$, and $\cosh p=\cos (i p)$. Hence by (5.13) we have

$$
\Psi_{k}(\lambda) \equiv \Psi(\lambda)=\left\{\begin{array}{l}
\frac{\sinh p}{p}\left(\begin{array}{rr}
\cosh p & -i \sinh p \\
i \sinh p & \cosh p
\end{array}\right)>0 \quad \text { for all } \lambda \in \mathbb{C} \backslash \mathbb{R},  \tag{5.44}\\
I \quad \text { for all } \lambda \in \mathbb{R},
\end{array}\right.
$$

see also (5.14). Thus $\mathbb{C}_{\Psi}=\mathbb{C}$. By the definitions of $\mathcal{H}_{k}(\lambda)$ and $\mathcal{G}_{k}(\lambda)$ in (5.33) we get

$$
\begin{gathered}
\mathcal{H}_{k}(\lambda)=i \delta(\lambda)(\sin k \bar{\lambda} \cos k \lambda-\cos k \bar{\lambda} \sin k \lambda)=\delta(\lambda) \sinh (2 k \operatorname{im}(\lambda)), \\
\mathcal{G}_{k}(\lambda)=-i \delta(\lambda)(\sin k \bar{\lambda} \sin k \lambda+\cos k \bar{\lambda} \cos k \lambda)=-i \delta(\lambda) \cosh (2 k \operatorname{im}(\lambda)) .
\end{gathered}
$$

Note that the same value for $\mathcal{H}_{k}(\lambda)$ is of course obtained from formula (5.34) after some calculations. This shows that Hypothesis 5.3.2 is satisfied for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and any $N_{4} \in[0, \infty)_{\mathbb{Z}}$, i.e., $\mathbb{C}_{A}=\mathbb{C} \backslash \mathbb{R}$. The relations in (5.36) yield

$$
\mathcal{P}_{k}(\lambda)=i \operatorname{coth}(2 k \operatorname{im}(\lambda)) \quad \text { and } \quad \mathcal{R}_{k}(\lambda)=1 / \sqrt{\sinh (2 k|\operatorname{im}(\lambda)|)} \quad \text { for all } k \in[1, \infty)_{\mathbb{Z}} .
$$

The center and radius of the limiting disk $\mathcal{D}_{+}(\lambda)$ are then

$$
\mathcal{P}_{+}(\lambda)=\lim _{k \rightarrow \infty} \mathcal{P}_{k}(\lambda)=i \delta(\lambda) \quad \text { and } \quad \mathcal{R}_{+}(\lambda)=\lim _{k \rightarrow \infty} \mathcal{R}_{k}(\lambda)=0,
$$

which shows that system (5.43) is in the limit point case for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ by Corollary 5.3.6(i). Moreover, the space $\mathcal{N}(\lambda)$ of square summable solutions of system (5.43) with $\lambda \in \mathbb{C} \backslash \mathbb{R}$ is generated by the Weyl solution

$$
\mathcal{X}_{k}\left(\lambda, \mathcal{P}_{+}(\lambda)\right)=\Phi_{k}(\lambda)\binom{1}{\mathcal{P}_{+}(\lambda)}=\binom{\cos k \lambda+i \delta(\lambda) \sin k \lambda}{-\sin k \lambda+i \delta(\lambda) \cos k \lambda}=\binom{1}{i \delta(\lambda)} \mathrm{e}^{i \delta(\lambda) k \lambda},
$$

for which (we again substitute $p:=\operatorname{im}(\lambda)$ ) we have

$$
\begin{aligned}
\left\|\mathcal{X}\left(\lambda, \mathcal{P}_{+}(\lambda)\right)\right\|_{\Psi(\lambda)}^{2} & =\sum_{k=0}^{\infty} \mathcal{X}_{k+1}^{*}\left(\lambda, \mathcal{P}_{+}(\lambda)\right) \Psi_{k}(\lambda) \mathcal{X}_{k+1}\left(\lambda, \mathcal{P}_{+}(\lambda)\right) \\
& =\frac{2 \sinh p}{p} \times[\cosh p+\delta(\lambda) \sinh p] \times \sum_{k=0}^{\infty} \mathrm{e}^{-2|p|(k+1)} \\
& =\frac{2 \sinh p}{p} \times[\cosh p+\delta(\lambda) \sinh p] \times \frac{\mathrm{e}^{-2|p|}}{1-e^{-2|p|}}=\frac{1}{|p|} .
\end{aligned}
$$

This shows that $\left\|\mathcal{X}\left(\lambda, \mathcal{P}_{+}(\lambda)\right)\right\|_{\Psi_{(\lambda)}}=1 / \sqrt{|\operatorname{im}(\lambda)|}<\infty$, and so indeed $\mathcal{X}\left(\lambda, \mathcal{P}_{+}(\lambda)\right) \in \ell_{\Psi_{(\lambda)}}^{2}$ for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$. On the other hand, we also have

$$
\begin{aligned}
\|\widetilde{\mathcal{Z}}(\lambda)\|_{\Psi(\lambda)}^{2} & =\sum_{k=0}^{\infty} \widetilde{\mathcal{Z}}_{k+1}^{*}(\lambda) \Psi_{k}(\lambda) \widetilde{\mathcal{Z}}_{k+1}(\lambda) \stackrel{(5.34)}{=} \frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} \mathcal{H}_{k}(\lambda) \\
& =\frac{1}{2|\operatorname{im}(\lambda)|} \lim _{k \rightarrow \infty} \sinh (2 k|\operatorname{im}(\lambda)|)=\infty
\end{aligned}
$$

i.e., $\widetilde{\mathcal{Z}}(\lambda) \notin \ell_{\Psi(\lambda)}^{2}$. Thus, again we get that $\operatorname{dim} \mathcal{N}(\lambda)=1$ for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$, see also the proof of Theorem 2.4.3. Similarly, in arbitrary dimension $n$ we get that the $n$ columns of the Weyl solution $\mathcal{X}\left(\lambda, \mathcal{P}_{+}(\lambda)\right)$ are linearly independent and they belong to $\ell_{\Psi(\lambda)}^{2}$, while the $n$ columns of $\widetilde{\mathcal{Z}}(\lambda)$ are linearly independent and they do not belong to $\ell_{\Psi_{(\lambda)}}^{2}$. Hence, $\operatorname{dim} \mathcal{N}(\lambda)=n$ and system (5.43) is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

Now we give a counterexample for the invariance of the limit circle case when the dependence on $\lambda$ is analytic and nonpolynomial.
Example 5.3.9. Let us consider system $\left(\mathcal{S}_{\lambda}\right)$ with the coefficient matrix $\mathbb{S}_{k}(\lambda)$ from Example 5.2.4 with $E_{k}:=E \equiv i I+\mathcal{J}$, i.e., the system

$$
\begin{equation*}
z_{k+1}(\lambda)=\exp (\lambda E) z_{k}(\lambda), \quad \exp (\lambda E)=\mathrm{e}^{i \lambda}[(\cos \lambda) I+(\sin \lambda) \mathcal{J}] \tag{5.45}
\end{equation*}
$$

see again [16, Example 11.3.4]. Then $\mathbb{C}_{\mathbb{S}}=\mathbb{C}$ and the fundamental matrix $\Phi_{k}(\lambda)$ of system (5.45) corresponding to the choice $\alpha=(1,0)$ is given by

$$
\Phi_{k}(\lambda)=\exp (k \lambda E)=\mathrm{e}^{i k \lambda}[(\cos k \lambda) I+(\sin k \lambda) \mathcal{J}], \quad k \in[0, \infty)_{\mathbb{Z}}
$$

Since $\left(E^{*}\right)^{j}=-(-2 i)^{j-1} E$ for $j \geq 1$, it follows by (5.28) that for any $k \in[0, \infty)_{\mathbb{Z}}$ we have $\Lambda_{k}(\bar{\lambda}, \lambda)=i E$ if $\lambda \in \mathbb{R}$ and $\Lambda_{k}(\bar{\lambda}, \lambda)=\frac{i}{4 p}\left(\mathrm{e}^{4 p}-1\right) E$ if $\lambda \in \mathbb{C} \backslash \mathbb{R}$ with $p:=\operatorname{im}(\lambda)$. Hence identity (5.13) yields

$$
\Psi_{k}(\lambda) \equiv \Psi(\lambda)=\left\{\begin{array}{l}
-\frac{i\left(\mathrm{e}^{4 \operatorname{im}(\lambda)}-1\right)}{4 \operatorname{im}(\lambda)} E \quad \text { for all } \lambda \in \mathbb{C} \backslash \mathbb{R}  \tag{5.46}\\
-i E \text { for all } \lambda \in \mathbb{R}
\end{array}\right.
$$

Moreover, $i E \leq 0$, which yields through (5.46) that $\Psi(\lambda) \geq 0$ for all $\lambda \in \mathbb{C}$, i.e., $\mathbb{C}_{\Psi}=\mathbb{C}$. Note that in this case $\Psi(\lambda)$ is singular for all $\lambda \in \mathbb{C}$, compare with (5.44).

The left-hand side of (5.31) with $z_{k}(\lambda)=\widetilde{\mathcal{Z}}_{k}(\lambda)=\mathrm{e}^{i k \lambda}(\sin k \lambda, \cos k \lambda)^{\top}$ has the form

$$
\sum_{k=0}^{N_{4}} z_{k+1}^{*}(\lambda) \Psi(\lambda) z_{k+1}(\lambda)= \begin{cases}\frac{1-\mathrm{e}^{-4\left(N_{4}+1\right) \mathrm{im}(\lambda)}}{4 \operatorname{im}(\lambda)}, & \lambda \in \mathbb{C} \backslash \mathbb{R} \\ N_{4}+1, & \lambda \in \mathbb{R}\end{cases}
$$

Therefore the inequality in (5.31) is satisfied for all $\lambda \in \mathbb{C}$ and any $N_{4} \in[0, \infty)_{\mathbb{Z}}$, which implies $\mathbb{C}_{A}=\mathbb{C} \backslash \mathbb{R}$. By (5.33), (5.34), and (5.36) we get

$$
\begin{gathered}
\mathcal{H}_{k}(\lambda)=\delta(\lambda)\left(1-\mathrm{e}^{-4 k \mathrm{im}(\lambda)}\right) / 2, \quad \mathcal{G}_{k}(\lambda)=-i \delta(\lambda) \mathrm{e}^{-2 k \mathrm{im}(\lambda)} \cosh (2 k \operatorname{im}(\lambda)), \\
\mathcal{P}_{k}(\lambda)=i \operatorname{coth}(2 k \operatorname{im}(\lambda)), \quad \mathcal{R}_{k}^{2}(\lambda)=\frac{2}{\delta(\lambda)\left(1-\mathrm{e}^{-4 k \operatorname{im}(\lambda)}\right)} .
\end{gathered}
$$

Thus by (5.39) we have $\mathcal{P}_{+}(\lambda)=i \delta(\lambda)$ for every $\lambda \in \mathbb{C}_{A}$ and $\mathcal{R}_{+}(\lambda)=\sqrt{2}$ for $\lambda \in \mathbb{C}_{+}$, while $\mathcal{R}_{+}(\lambda)=0$ for $\lambda \in \mathbb{C}_{-}$. This shows by Corollary 5.3.6 that system (5.45) is in the limit circle case for $\lambda \in \mathbb{C}_{+}$and in the limit point case for $\lambda \in \mathbb{C}_{\text {_ }}$. The space $\mathcal{N}(\lambda)$ is then generated by the columns of the fundamental matrix $\Phi(\lambda)$ when $\lambda \in \mathbb{C}_{+}$, and by the Weyl solution $\mathcal{X}_{k}\left(\lambda, \mathcal{P}_{+}(\lambda)\right) \equiv(1,-i)^{\top}$ with $\|\mathcal{X}(\lambda,-i)\|_{\Psi_{(\lambda)}}=0$ when $\lambda \in \mathbb{C}_{-}$. For completeness we note that system (5.45) is in the limit point case also for all $\lambda \in \mathbb{R}$ with $\mathcal{X}(\lambda,-i)$ being the unique square summable solution (up to a constant multiple).

### 5.4 Special quadratic dependence and limit circle case

In Example 5.3.9 it was shown that the dimension of $\mathcal{N}(\lambda)$ may vary with respect to $\lambda$, even when Hypothesis 5.3.2 is satisfied. In particular, system $\left(\mathcal{S}_{\lambda}\right)$ can be in the limit circle case for some value $\lambda$ and in the limit point case for another one. This situation is not possible when the dependence on $\lambda$ is only linear as we derived in Chapter 4 and stated in Theorem 2.4.17. In this section we prove a similar invariance of the limit circle case for system $\left(\mathcal{S}_{\lambda}\right)$ with the special quadratic dependence on $\lambda$ from Example 5.2.2. In this case we can choose the associated space of square summable solutions to be independent of $\lambda$, which is a key ingredient for this result. Note that this property was trivially satisfied also in the previous chapters.

### 5.4.1 Results for one system

Let us consider system (5.17) with the coefficients specified in (5.18) or equivalently (suppressing the argument $\lambda$ )

$$
x_{k+1}=\mathcal{A}_{k} x_{k}+\left(\mathcal{B}_{k}+\lambda \mathcal{A} \mathcal{W}_{k}^{[2]}\right) u_{k}, \quad u_{k+1}=\mathcal{C}_{k} x_{k}+\left(\mathcal{D}_{k}+\lambda \mathfrak{C}_{k} \mathcal{W}_{k}^{[2]}\right) u_{k}-\lambda \mathcal{W}_{k}^{[1]} x_{k+1}
$$

where $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}, \mathcal{W}^{[1]}, \mathcal{W}^{[2]} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{n \times n}$ are such that the matrix $\mathcal{S}_{k}^{[0]}$ in (5.18) satisfies the first equality in (5.3), $\mathcal{W}_{k}^{[1]}$ and $\mathcal{W}_{k}^{[2]}$ are Hermitian, and

$$
\begin{equation*}
\mathcal{W}_{k}:=\operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, \mathcal{W}_{k}^{[2]}\right\} \geq 0 \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}} . \tag{5.47}
\end{equation*}
$$

Recalling the notation from (5.22), we associate with system $\left(\mathcal{Q}_{\lambda}\right)$ the space of all square summable sequences with respect to the weight matrix $\mathcal{W}_{k}$ defined in (5.41), i.e., $\ell_{\mathcal{W}}^{2}$. Since from (5.21) and (5.24) one infers that $z_{k+1}^{*}(\lambda) \Psi_{k}(\lambda) z_{k+1}(\lambda)=z_{k}^{[\mathrm{ss} *}(\lambda) \mathcal{W}_{k} z_{k}^{[\mathrm{s]}}(\lambda)$ for all solutions of system $\left(\mathcal{Q}_{\lambda}\right)$, the space of all solutions being in $\ell_{\mathcal{W}}^{2}$ is the same as the corresponding space $\mathcal{N}(\lambda)$ defined in (5.42). This means that we have

$$
\mathcal{N}(\lambda)=\left\{z \in \ell_{\mathcal{W}}^{2} \mid z \text { solves system }\left(\mathcal{Q}_{\lambda}\right)\right\}
$$

and system $\left(\mathcal{Q}_{\lambda}\right)$ is in the limit point case when $\operatorname{dim} \mathcal{N}(\lambda)=n$ and in the limit circle case when $\operatorname{dim} \mathcal{N}(\lambda)=2 n$.

The following result concerning the invariance of the limit circle case for system $\left(\mathcal{Q}_{\lambda}\right)$ generalizes [142, Theorem 5.5] for system (2.6) with $E_{k} \equiv 0$, which corresponds to system $\left(\mathcal{Q}_{\lambda}\right)$ with $\mathcal{A}_{k}$ being invertible on $[0, \infty)_{\mathbb{Z}}$. The proof is given in Subsection 5.4 .2 below, where we establish a more general statement (Theorem 5.4.5) for two systems of the form $\left(\mathcal{Q}_{\lambda}\right)$ as in Chapter 4.
Theorem 5.4.1. Let (5.47) hold. If there exists $\lambda_{0} \in \mathbb{C}$ such that system $\left(\mathcal{Q}_{\lambda_{0}}\right)$ is in the limit circle case, then system $\left(\mathcal{Q}_{\lambda}\right)$ is in the limit circle case for every $\lambda \in \mathbb{C}$.

From Theorem 5.4.1 we obtain the following simple criterion for the limit circle case in terms of the norms of the coefficients $\mathcal{S}_{k}^{[0]}$ and $\mathcal{W}_{k} ;$ cf. Corollary 2.4.19. It extends the statement in [134, Theorem 6.3] for system (2.6) with $E_{k} \equiv 0$.
Corollary 5.4.2. Let (5.47) hold and assume that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|S_{k}^{[0]}-I\right\|_{1}<\infty \quad \text { and } \quad \sum_{k=0}^{\infty}\left\|\mathcal{W}_{k}\right\|_{1}<\infty \tag{5.48}
\end{equation*}
$$

Then system $\left(\mathcal{Q}_{\lambda}\right)$ is in the limit circle case for all $\lambda \in \mathbb{C}$.
Proof. The conditions in (5.48) imply that system $\left(\mathcal{Q}_{0}\right)$ is in the limit circle case. Therefore the result follows from Theorem 5.4.1. Alternatively, this statement can be derived as a special case of Corollary 5.4 .6 below regarding two systems.

In the scalar case we get from Theorems 5.4.1 and 5.3.5 the following limit point criterion for system $\left(\mathcal{Q}_{\lambda}\right)$.
Theorem 5.4.3. Let $n=1$ and assume that condition (5.47) and Hypothesis 5.3.2 hold. If there exists $\lambda_{0} \in \mathbb{C}$ such that system $\left(\mathcal{Q}_{\lambda_{0}}\right)$ is in the limit point case, then system $\left(\mathcal{Q}_{\lambda}\right)$ is in the limit point case for every $\lambda \in \mathbb{C}_{A}$.

Proof. Assume that for some $\lambda_{1} \in \mathbb{C}_{A}$ system $\left(\mathcal{Q}_{\lambda_{1}}\right)$ is not in the limit point case. Then by $n=1$ and Theorem 5.3.5 we know that $\left(\mathcal{Q}_{\lambda_{1}}\right)$ is in the limit circle case. Consequently, by Theorem 5.4.1, system $\left(\mathcal{Q}_{\lambda}\right)$ is in the limit circle case for all $\lambda \in \mathbb{C}$, which contradicts the original assumption that system $\left(\mathcal{Q}_{\lambda_{0}}\right)$ is in the limit point case.

By combining Theorems 5.4.1 and 5.4.3 we obtain the following extension of the Weyl alternative, i.e., the dichotomy between the limit point and limit circle classifications of system $\left(\mathcal{Q}_{\lambda}\right)$ for all suitable $\lambda$; cf. Corollary 2.4.23.
Corollary 5.4.4 (Weyl alternative). Let $n=1$ and assume that condition (5.47) and Hypothesis 5.3.2 hold. Then system ( $\mathcal{Q}_{\lambda}$ ) is either in the limit circle case for all $\lambda \in \mathbb{C}$, or in the limit point case for all $\lambda \in \mathbb{C}_{A}$.

### 5.4.2 Results for two systems

Motivated by the results in Chapter 4, we consider instead of system $\left(\mathcal{Q}_{\lambda}\right)$ two systems of the same form (suppressing the argument $\lambda$ )

$$
\begin{array}{lll}
\hat{x}_{k+1}=\widetilde{\mathcal{A}}_{k} \hat{x}_{k}+\left(\widetilde{\mathcal{B}}_{k}+\lambda \widetilde{\mathcal{A}} \mathcal{W}_{k}^{[2]}\right) \hat{u}_{k}, & \hat{u}_{k+1}=\widetilde{\mathfrak{C}}_{k} \hat{x}_{k}+\left(\widetilde{\mathcal{D}}_{k}+\lambda \widetilde{\mathfrak{C}}_{k} \mathcal{W}_{k}^{[2]} \hat{u}_{k}-\lambda \mathcal{W}_{k}^{[1]} \hat{x}_{k+1},\right. & \left(\widetilde{\mathcal{Q}}_{\lambda}\right) \\
\tilde{x}_{k+1}=\widetilde{\mathcal{A}}_{k} \tilde{x}_{k}+\left(\widetilde{\mathcal{B}}_{k}+\lambda \widetilde{\mathcal{A}} \mathcal{W}_{k}^{[2]} \tilde{u}_{k},\right. & \tilde{u}_{k+1}=\widetilde{\mathfrak{C}}_{k} \tilde{x}_{k}+\left(\widetilde{\mathcal{D}}_{k}+\lambda \widetilde{\mathfrak{C}}_{k} \mathcal{W}_{k}^{[2]} \tilde{u}_{k}-\lambda \mathcal{W}_{k}^{[1]} \tilde{x}_{k+1},\right. & \left(\widetilde{\mathcal{Q}}_{\lambda}\right)
\end{array}
$$

where $\widehat{\mathcal{A}}, \widehat{\mathcal{B}}, \widehat{\mathrm{C}}, \widehat{\mathcal{D}}_{k}, \widetilde{\mathcal{A}}, \widetilde{\mathcal{B}}, \widetilde{\mathfrak{C}}, \widetilde{\mathcal{D}}_{k}, \mathcal{W}^{[1]}, \mathcal{W}^{[2]} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{n \times n}$ with $\mathcal{W}_{k}^{[1]}$ and $\mathcal{W}_{k}^{[2]}$ being Hermitian and satisfying (5.47). Note that the weight matrices $\mathcal{W}_{k}^{[1]}$ and $\mathcal{W}_{k}^{[2]}$ are the same in both
systems $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ and $\left(\overline{\mathcal{Q}}_{\lambda}\right)$. This is justified by the requirement of having the same space of square summable functions associated with these systems. The coefficient matrices $\overline{\mathcal{S}}^{[0]}, \overline{\mathcal{S}}^{[1]}, \overline{\mathcal{S}}^{[2]} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ and $\widetilde{\mathcal{S}}^{[0]}, \widetilde{\mathcal{S}}^{[1]}, \widetilde{\mathcal{S}}^{[2]} \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ of systems $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$, respectively, are defined analogously to (5.18). We assume that systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\widetilde{\mathcal{Q}}_{\lambda}$ ) are in general non-symplectic, i.e., we do not impose that the matrices $\widetilde{\mathcal{S}}_{k}^{[0]}$ and $\overline{\mathcal{S}}_{k}^{[0]}$ are such that the first equality in (5.3) holds. Instead we assume on $[0, \infty)_{z}$ the combined identity

$$
\begin{equation*}
\overline{\mathcal{S}}_{k}^{[0] *} \partial \overline{\mathcal{S}}_{k}^{[0]}=\mathcal{J} . \tag{5.49}
\end{equation*}
$$

By using the block structure of $\widetilde{\mathcal{S}}_{k}^{[0]}$ and $\widetilde{\mathcal{S}}_{k}^{[0]}$ we obtain that equality (5.49) is equivalent to

$$
\begin{equation*}
\overline{\mathcal{A}}_{k}^{*} \overline{\mathfrak{C}}_{k}=\overline{\mathfrak{C}}_{k}^{*} \overline{\mathcal{A}}_{k}, \quad \overline{\mathcal{D}}_{k}^{*} \overline{\mathcal{B}}_{k}=\widetilde{\mathcal{B}}_{k}^{*} \overline{\mathcal{D}}_{k}, \quad \widetilde{\mathcal{A}}_{k}^{*} \overline{\mathcal{D}}_{k}-\overline{\mathcal{C}}_{k}^{*} \overline{\mathcal{B}}_{k}=I \quad \overline{\mathcal{D}}_{k}^{*} \overline{\mathcal{A}}_{k}-\widetilde{\mathcal{B}}_{k}^{*} \overline{\mathrm{C}}_{k}=I . \tag{5.50}
\end{equation*}
$$

Consequently, the coefficient matrices also satisfy the following identities

$$
\begin{align*}
& \overline{\mathcal{S}}_{k}^{[0] *} \partial \overline{\mathcal{S}}_{k}^{[1]}+\overline{\mathcal{S}}_{k}^{[1] * *} \overline{\mathcal{S}}_{k}^{[0]}=0,  \tag{5.51}\\
& \overline{\mathcal{S}}_{k}^{[1] *} \partial \overline{\mathcal{S}}_{k}^{[2]}+\widehat{\mathcal{S}}_{k}^{[1] *} \partial \widehat{\mathcal{S}}_{k}^{[1]}+\widehat{\mathcal{S}}_{k}^{[1] *} \partial \overline{\mathcal{S}}_{k}^{[0]}=0,  \tag{5.52}\\
& \widehat{\mathcal{S}}_{k}^{[1] *} \partial \widehat{\mathcal{S}}_{k}^{[2]}+\widetilde{\mathcal{S}}_{k}^{[2] *} \partial \widehat{\mathcal{S}}_{k}^{[1]}=0, \quad \quad_{k}^{[2] *} \partial \widehat{\mathcal{S}}_{k}^{[2]}=0 . \tag{5.53}
\end{align*}
$$

In addition, identity (5.49) is equivalent to

$$
\begin{equation*}
\overline{\mathcal{S}}_{k}^{[0]} \mathcal{\mathcal { S } _ { k } ^ { [ 0 ] * }}=\mathcal{J}, \tag{5.54}
\end{equation*}
$$

which can be written in terms of the $n \times n$ blocks as

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{k} \widetilde{\mathcal{B}}_{k}^{*}=\widetilde{\mathcal{B}}_{k} \widetilde{\mathcal{A}}_{k}^{*}, \quad \widetilde{\mathcal{D}}_{k} \widetilde{\mathrm{C}}_{k}^{*}=\widetilde{\mathfrak{C}}_{k} \widetilde{\mathcal{D}}_{k}^{*}, \quad \widetilde{\mathcal{A}}_{k} \widehat{\mathcal{D}}_{k}^{*}-\widetilde{\mathcal{B}}_{k} \widetilde{\mathrm{C}}_{k}^{*}=I \quad \text { and } \quad \widetilde{\mathcal{D}}_{k} \widetilde{\mathcal{A}}_{k}^{*}-\widetilde{\mathfrak{C}}_{k} \widetilde{\mathcal{B}}_{k}^{*}=I . \tag{5.55}
\end{equation*}
$$

Since identity (5.49) is equivalent also with $\overline{\mathcal{S}}_{k}^{[0] *} \mathcal{\widetilde { S } _ { k } ^ { [ 0 ] }}=\mathcal{J}$ and $\overline{\mathcal{S}}_{k}^{[0]} \mathcal{J} \widetilde{\mathcal{S}}_{k}^{[0] *}=\mathcal{J}$, the block matrices satisfy the relations

$$
\begin{align*}
& \widetilde{\mathcal{A}}_{k}^{*} \widetilde{\mathcal{C}}_{k}=\widehat{\mathfrak{C}}_{k}^{*} \widetilde{\mathcal{A}}_{k}, \quad \overline{\mathcal{D}}_{k}^{*} \widetilde{\mathcal{B}}_{k}=\overline{\mathcal{B}}_{k}^{*} \widetilde{\mathcal{D}}_{k}, \quad \widehat{\mathcal{A}}_{k}^{*} \widetilde{\mathcal{D}}_{k}-\widehat{\mathcal{C}}_{k}^{*} \widetilde{\mathcal{B}}_{k}=I, \quad \overline{\mathcal{D}}_{k}^{*} \widetilde{\mathcal{A}}_{k}-\overline{\mathcal{B}}_{k}^{*} \widetilde{\mathcal{C}}_{k}=I,  \tag{5.56}\\
& \overline{\mathcal{A}}_{k} \widetilde{\mathcal{B}}_{k}^{*}=\overline{\mathcal{B}}_{k} \widetilde{\mathcal{A}}_{k}^{*}, \quad \overline{\mathcal{D}}_{k} \overline{\mathcal{C}}_{k}^{*}=\overline{\mathfrak{C}}_{k} \overline{\mathcal{D}}_{k}^{*}, \quad \overline{\mathcal{A}}_{k} \widetilde{\mathcal{D}}_{k}^{*}-\overline{\mathcal{B}}_{k} \overline{\mathcal{C}}_{k}^{*}=I, \quad \overline{\mathcal{D}}_{k} \widetilde{\mathcal{A}}_{k}^{*}-\widehat{\mathfrak{C}}_{k} \widetilde{\mathcal{B}}_{k}^{*}=I . \tag{5.57}
\end{align*}
$$

Note that (5.49) or (5.54) trivially implies that $\operatorname{det} \overline{\mathcal{S}}_{k}^{\overline{T 0] *}^{x}} \times \operatorname{det} \overline{\mathcal{S}}_{k}^{[0]}=1$.
Let $\widetilde{S}_{k}(\lambda):=\overline{\mathcal{S}}_{k}^{[0]}+\lambda \overline{\mathcal{S}}_{k}^{[1]}+\lambda^{2} \widetilde{\delta}_{k}^{[2]}$ and $\widetilde{\mathscr{S}}_{k}(\lambda):=\overline{\mathcal{S}}_{k}^{[0]}+\lambda \widetilde{\mathcal{S}}_{k}^{[1]}+\lambda^{2} \bar{S}_{k}^{[2]}$ be the coefficient matrices of systems ( $\left(\mathcal{Q}_{\lambda}\right)$ and $\left(\tilde{\mathcal{Q}}_{\lambda}\right)$, respectively. Then

$$
\begin{equation*}
\widetilde{\mathbb{S}}_{k}^{*}(\lambda) \mathcal{J} \widetilde{\mathbb{S}}_{k}(\bar{\lambda})=\mathcal{J} \quad \text { and } \quad \widetilde{\mathbb{S}}_{k}(\lambda) \mathcal{J} \widetilde{S}_{k}^{*}(\bar{\lambda})=\mathcal{J} \quad \text { with } \quad \widehat{\mathbb{S}}_{k}^{-1}(\lambda)=-\mathcal{\mathbb { S } _ { k } ^ { * }}(\bar{\lambda}) \mathcal{J}, \tag{5.58}
\end{equation*}
$$

which means that $\widetilde{\Phi}_{k}(\lambda)$ and $\widetilde{S}_{k}(\lambda)$ are invertible for all $k \in[0, \infty)_{\mathbb{Z}}$ and any $\lambda \in \mathbb{C}$. Therefore any initial value problems associated with systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\overline{\mathcal{Q}}_{\lambda}$ ) posses unique solutions on $[0, \infty)_{z}$ for any initial value given at any point in $[0, \infty)_{z}$. Moreover, the fundamental matrices of systems $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ are in this case invertible on the discrete interval $[0, \infty)_{\mathbb{Z}}$. Since by (5.19) we have

$$
\begin{equation*}
\operatorname{det} \widetilde{\mathbb{S}}_{k}(\lambda)=\operatorname{det} \overline{\mathcal{S}}_{k}^{[0]} \quad \text { and } \quad \operatorname{det} \widetilde{\mathbb{S}}_{k}(\lambda)=\operatorname{det} \widetilde{\widetilde{~}}_{k}^{[0]}, \tag{5.59}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\operatorname{det} \overline{\mathbb{S}}_{k}^{*}(\lambda) \times \operatorname{det} \widetilde{\mathbb{S}}_{k}(\lambda)=1 \quad \text { for all } k \in[0, \infty)_{\mathbb{z}} \text { and any } \lambda \in \mathbb{C} . \tag{5.60}
\end{equation*}
$$

Similarly as in Example 5.2.2, see (5.20), we define the $2 n \times 2 n$ matrices

$$
\widetilde{\mathcal{T}}_{k}(\lambda):=\left(\begin{array}{cc}
0 & \overline{\mathcal{A}}_{k}  \tag{5.61}\\
-I & \widehat{\mathfrak{C}}_{k}-\lambda \mathcal{W}_{k}^{[1]}
\end{array} \widehat{\mathcal{A}}_{k}\right) \quad \text { and } \quad \widetilde{\mathcal{T}}_{k}(\lambda):=\left(\begin{array}{cc}
0 & \widetilde{\mathcal{A}}_{k} \\
-I & \widetilde{\mathfrak{C}}_{k}-\lambda \mathcal{W}_{k}^{[1]}
\end{array}\right) .
$$

If $\hat{z}(\lambda), \tilde{z}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ solve systems $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$, respectively, then by using the inverse formula in (5.58) we get that the multiplication of $\hat{z}_{k+1}(\lambda)$ by $\widetilde{\mathcal{T}}_{k}^{*}(\bar{\lambda}) \mathcal{J}$ yields the backward shift in the second component of $\hat{z}_{k+1}(\lambda)$ and the multiplication of $\tilde{z}_{k+1}(\lambda)$ by $\widehat{\mathcal{T}}_{k}^{*}(\bar{\lambda}) \mathcal{J}$ yields the backward shift in the second component of $\tilde{z}_{k+1}(\lambda)$, i.e.,

$$
\left.\begin{array}{l}
\hat{z}_{k}^{[\mathrm{s}]}(\lambda):=\left(\hat{x}_{k+1}^{*}(\lambda), \hat{u}_{k}^{*}(\lambda)\right)^{*}=\widetilde{\mathcal{T}}_{k}^{*}(\bar{\lambda}) \mathcal{J} \hat{z}_{k+1}(\lambda),  \tag{5.62}\\
\tilde{z}_{k}^{[\mathrm{s}]}(\lambda):=\left(\tilde{x}_{k+1}^{*}(\lambda), \tilde{u}_{k}^{*}(\lambda)\right)^{*}=\widehat{\mathcal{T}}_{k}^{*}(\bar{\lambda}) \mathcal{J} \tilde{z}_{k+1}(\lambda),
\end{array}\right\}
$$

compare with (5.23). The same notation will be also used for matrix-valued solutions, in particular for the fundamental matrices of systems $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$. By similar calculations as in (5.24) we obtain for any solution $\bar{Z}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ of system $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ and any solution $\widetilde{\mathcal{Z}}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times m}$ of system $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ the Lagrange-type identity

$$
\begin{equation*}
\Delta\left[\widetilde{Z}_{k}^{*}(\lambda) \partial \bar{Z}_{k}(v)\right]=(\bar{\lambda}-v) \widetilde{Z}_{k}^{[\mathrm{ss}]^{*}}(\lambda) \mathcal{W}_{k} \overline{\mathcal{Z}}_{k}^{[\mathrm{s}]}(v) \tag{5.63}
\end{equation*}
$$

where we employed the identities in (5.57) and the notation from (5.62). In addition, by the summation of both sides of (5.63) we get

$$
\begin{equation*}
\widetilde{\mathscr{Z}}_{k+1}^{*}(\lambda) \mathcal{J} \widehat{\mathscr{Z}}_{k+1}(v)=\widetilde{\mathscr{Z}}_{0}^{*}(\lambda) \mathcal{J} \widehat{\mathscr{Z}}_{0}(v)+(\bar{\lambda}-v) \sum_{j=0}^{k} \widetilde{\mathscr{Z}}_{j}^{[\mathrm{s}] *}(\lambda) \mathcal{W}_{j} \overline{\mathscr{Z}}_{j}^{[\mathrm{s}]}(v) \tag{5.64}
\end{equation*}
$$

compare with (5.10). In the following result we use the space $\ell_{\mathcal{W}}^{2}$ defined in (5.41).
Theorem 5.4.5. Let (5.47) hold. If there exists $\lambda_{0} \in \mathbb{C}$ such that all solutions of systems $\left(\overline{\mathcal{Q}}_{\lambda_{0}}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda_{0}}\right)$ belong to $\ell_{\mathcal{W}}^{2}$, then all solutions of systems $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ belong to $\ell_{\mathcal{W}}^{2}$ for any $\lambda \in \mathbb{C}$.

Proof. Let the assumptions be satisfied for $\lambda_{0} \in \mathbb{C}$ and $\lambda \in \mathbb{C} \backslash\left\{\lambda_{0}\right\}$ be fixed. For $v \in\left\{\lambda, \lambda_{0}\right\}$ we denote by $\bar{\Phi}(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ and $\widetilde{\Phi}(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ the fundamental matrices of systems $\left(\overline{\mathcal{Q}}_{v}\right)$ and $\left(\widetilde{\mathcal{Q}}_{v}\right)$, respectively, such that $\bar{\Phi}_{0}(v)=I=\widetilde{\Phi}_{0}(v)$. First we prove that all solutions of system $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ belong to $\ell_{\mathcal{W}}^{2}$. Since $\bar{\Phi}_{k}(\lambda)$ and $\bar{\Phi}_{k}\left(\lambda_{0}\right)$ are invertible on $[0, \infty)_{\mathbb{Z}}$, there exists $\widehat{\Omega} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ such that

$$
\begin{equation*}
\widehat{\Phi}_{k}(\lambda)=\widehat{\Phi}_{k}\left(\lambda_{0}\right) \widehat{\Omega}_{k} \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}} \tag{5.65}
\end{equation*}
$$

Then by a direct calculation we obtain that $\bar{\Omega}_{k}$ satisfies the recurrence relation

$$
\begin{equation*}
\bar{\Omega}_{k+1}=\left[I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k}\right] \bar{\Omega}_{k} \quad \text { where } \quad \Upsilon_{k}:=\widehat{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right)\left[\widehat{\mathcal{S}}_{k}^{[1]}+\left(\lambda+\lambda_{0}\right) \widehat{\mathcal{S}}_{k}^{[2]}\right] \widehat{\Phi}_{k}\left(\lambda_{0}\right) \tag{5.66}
\end{equation*}
$$

Since $\widehat{\Phi}_{k+1}^{-1}\left(\lambda_{0}\right)=\widehat{\Phi}_{k}^{-1}\left(\lambda_{0}\right) \widehat{\Phi}_{k}^{-1}\left(\lambda_{0}\right)$, we have

$$
\operatorname{det}\left[I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k}\right]=\operatorname{det}\left[\widehat{\Phi}_{k}^{-1}\left(\lambda_{0}\right) \widehat{\mathbb{S}}_{k}^{-1}\left(\lambda_{0}\right) \widehat{\mathbb{S}}_{k}(\lambda) \widehat{\Phi}_{k}\left(\lambda_{0}\right)\right] \stackrel{(5.59)}{=} \operatorname{det}\left(\widehat{\mathcal{S}}_{k}^{[0]}\right)^{-1} \times \operatorname{det} \widehat{\mathcal{S}}_{k}^{[0]}=1
$$

i.e., the matrix $I+\left(\lambda-\lambda_{0}\right) \Upsilon_{k}$ is invertible on $[0, \infty)_{\mathbb{Z}}$. By using (5.50) and the $n \times n$ block structure of the matrices $\widetilde{\mathbb{S}}_{k}\left(\lambda_{0}\right), \widehat{\mathcal{S}}_{k}^{[1]}, \widehat{\mathcal{S}}_{k}^{[2]}, \widetilde{\mathcal{T}}_{k}\left(\lambda_{0}\right), \widetilde{\mathcal{T}}_{k}\left(\lambda_{0}\right), \mathcal{W}_{k}$, we get the identity

$$
\begin{equation*}
\left[\widehat{\mathcal{S}}_{k}^{[1]}+\left(\lambda_{0}+\bar{\lambda}_{0}\right) \widehat{\mathcal{S}}_{k}^{[2]}\right] \mathcal{J} \widetilde{\mathscr{S}}_{k}^{*}\left(\bar{\lambda}_{0}\right)=-\widetilde{\mathcal{T}}_{k}\left(\bar{\lambda}_{0}\right) \mathcal{W}_{k} \widetilde{\mathcal{T}}_{k}^{*}\left(\bar{\lambda}_{0}\right) \tag{5.67}
\end{equation*}
$$

Moreover, a simple calculation yields

$$
\widehat{\mathcal{S}}_{k}^{[1]}+\left(\lambda+\lambda_{0}\right) \widehat{\mathcal{S}}_{k}^{[2]}=T_{k}\left[\widehat{\mathcal{S}}_{k}^{[1]}+\left(\lambda_{0}+\bar{\lambda}_{0}\right) \widehat{\mathcal{S}}_{k}^{[2]}\right], \quad \text { where } \quad T_{k}:=\left(\begin{array}{cc}
I & 0  \tag{5.68}\\
\left(\bar{\lambda}_{0}-\lambda\right) \mathcal{W}_{k}^{[1]} & I
\end{array}\right) .
$$

Hence by using (5.67) and (5.68) in the definition of $\Upsilon_{k}$ in (5.66) and then applying (5.62) we can equivalently expressed $\Upsilon_{k}$ as

$$
\begin{equation*}
\Upsilon_{k}=Q_{k}^{-1} \widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \partial^{*} \widetilde{\mathcal{T}}_{k}\left(\bar{\lambda}_{0}\right) \mathcal{W}_{k} \widetilde{\mathcal{T}}_{k}^{*}\left(\bar{\lambda}_{0}\right) \mathcal{J} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \stackrel{(5.62)}{=} Q_{k}^{-1} \widetilde{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{s]}}\left(\lambda_{0}\right), \tag{5.69}
\end{equation*}
$$

where we put

$$
\begin{equation*}
Q_{k}:=-\bar{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \mathcal{J} T_{k}^{-1} \bar{\Phi}_{k+1}\left(\lambda_{0}\right) . \tag{5.70}
\end{equation*}
$$

Since $\operatorname{det} T_{k} \equiv 1$, we get for any $k \in[0, \infty)_{\mathbb{Z}}$ the equality

$$
\begin{gathered}
\operatorname{det} Q_{k}=\operatorname{det} \widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \bar{\Phi}_{k+1}\left(\lambda_{0}\right)=\operatorname{det} \widetilde{\Phi}_{k}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \bar{\Phi}_{k}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\mathbb{S}}_{k}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\Phi}_{k}\left(\lambda_{0}\right) \\
\stackrel{(5.60)}{=} \operatorname{det} \widetilde{\Phi}_{k}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\Phi}_{k}\left(\lambda_{0}\right)=\cdots=\operatorname{det} \widetilde{\Phi}_{0}^{*}\left(\lambda_{0}\right) \times \operatorname{det} \widetilde{\Phi}_{0}\left(\lambda_{0}\right)=1 .
\end{gathered}
$$

Now we show that there exists $\kappa>0$ such that

$$
\begin{equation*}
\left\|Q_{k}^{-1}\right\|_{\sigma} \leq \kappa<\infty \quad \text { on }[0, \infty)_{\mathbb{Z}} . \tag{5.71}
\end{equation*}
$$

Since $\mathcal{W}_{k} \geq 0$, the Cauchy-Schwarz and arithmetic-geometric mean inequalities yield

$$
\left|\xi^{*} \mathcal{W}_{k} \zeta\right| \leq\left(\xi^{*} \mathcal{W}_{k} \xi\right)^{1 / 2}\left(\zeta^{*} \mathcal{W}_{k} \zeta\right)^{1 / 2} \leq \frac{1}{2}\left(\xi^{*} \mathcal{W}_{k} \xi+\zeta^{*} \mathcal{W}_{k} \zeta\right)
$$

for any $\xi, \zeta \in \mathbb{C}^{2 n}$ and $k \in[0, \infty)_{\mathbb{Z}}$. Hence, for any sequences $\hat{z}, \tilde{z} \in \ell_{\mathcal{W}}^{2}$ we have

$$
\left|\sum_{k=0}^{\infty} \tilde{z}_{k}^{[s] *} \mathcal{W}_{k} \hat{z}_{k}^{[s]}\right| \leq \sum_{k=0}^{\infty}\left|\tilde{z}_{k}^{[\mathrm{s}] *} \mathcal{W}_{k} \hat{z}_{k}^{[\mathrm{s}]}\right| \leq \frac{1}{2} \sum_{k=0}^{\infty}\left(\tilde{z}_{k}^{[\mathrm{s}]^{*}} \mathcal{W}_{k} \tilde{z}_{k}^{[\mathrm{ss}]}+\hat{z}^{[\mathrm{s}] *} \mathcal{W}_{k} \hat{z}_{k}^{[\mathrm{s}]}\right)<\infty .
$$

The last inequality with $\hat{z}$ and $\tilde{z}$ being the columns of $\bar{\Phi}\left(\lambda_{0}\right)$ and $\bar{\Phi}\left(\lambda_{0}\right)$, respectively, and the assumption that all solutions of systems ( $\overline{\mathcal{Q}}_{\lambda_{0}}$ ) and ( $\widetilde{\mathcal{Q}}_{\lambda_{0}}$ ) belong to $\ell_{\mathcal{W}}^{2}$ imply that there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\widetilde{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{ss}]}\left(\lambda_{0}\right)\right\|_{\sigma} \stackrel{(1.7)}{\leq} \sum_{k=0}^{\infty}\left\|\widetilde{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{ss}]}\left(\lambda_{0}\right)\right\|_{1} \leq \varepsilon<\infty . \tag{5.72}
\end{equation*}
$$

Since $\mathcal{J} T_{k}^{-1}=\mathcal{J}-\left(\bar{\lambda}_{0}-\lambda\right) \operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, 0\right\}$, the sequence $Q_{k}$ in (5.70) can be written as

$$
\begin{align*}
& Q_{k}=\widetilde{\Phi}_{k+1}^{*}\left(\lambda_{0}\right)\left[\left(\bar{\lambda}_{0}-\lambda\right) \operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, 0\right\}-\mathcal{J}\right] \bar{\Phi}_{k+1}\left(\lambda_{0}\right) \\
& \begin{aligned}
& \stackrel{(5.64)}{=}-\mathcal{J}+2 i \operatorname{im}\left(\lambda_{0}\right) \sum_{j=0}^{k} \bar{\Phi}_{j}^{[5] *}\left(\lambda_{0}\right) \mathcal{W}_{j} \bar{\Phi}_{j}^{[\mathrm{s]}]}\left(\lambda_{0}\right) \\
& \quad+\left(\bar{\lambda}_{0}-\lambda\right) \widetilde{\Phi}_{k}^{[\mathrm{s]*}}\left(\lambda_{0}\right) \operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, 0\right\} \bar{\Phi}_{k}^{[\mathrm{s]}]}\left(\lambda_{0}\right) .
\end{aligned}
\end{align*}
$$

From the unitary invariance of the spectral norm, assumption (5.47), and the estimate in (5.72) we conclude that there exists $\tau>0$ such that

$$
\begin{equation*}
\left\|\widetilde{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, 0\right\} \bar{\Phi}_{k}^{[\mathrm{ss}]}\left(\lambda_{0}\right)\right\|_{\sigma} \leq\left\|\bar{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{s]}}\left(\lambda_{0}\right)\right\|_{\sigma} \leq \tau<\infty \tag{5.74}
\end{equation*}
$$

for all $k \in[0, \infty)_{\mathbb{Z}}$. Upon taking the matrix norm in (5.73) we obtain for any $k \in[0, \infty)_{\mathbb{Z}}$ that

$$
\begin{aligned}
\left\|Q_{k}\right\|_{\sigma} \leq\|\mathcal{J}\|_{\sigma}+2\left|\operatorname{im}\left(\lambda_{0}\right)\right| & \sum_{j=0}^{k}\left\|\widetilde{\Phi}_{j}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{j} \bar{\Phi}_{j}^{[\mathrm{s]}]}\left(\lambda_{0}\right)\right\|_{\sigma} \\
& +\left|\bar{\lambda}_{0}-\lambda\right|\left\|\bar{\Phi}_{k}^{[\mathrm{s]} *}\left(\lambda_{0}\right) \operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, 0\right\} \bar{\Phi}_{k}^{[\mathrm{s]}]}\left(\lambda_{0}\right)\right\|_{\sigma} \stackrel{(5.72),(5.74)}{\leq} \omega<\infty,
\end{aligned}
$$

where $\omega:=\|\mathcal{J}\|_{\sigma}+2\left|\operatorname{im}\left(\lambda_{0}\right)\right| \varepsilon+\left|\bar{\lambda}_{0}-\lambda\right| \tau$. Therefore the matrix $Q_{k}$ is bounded on $[0, \infty)_{\mathbb{Z}}$ with $\operatorname{det} Q_{k} \equiv 1$. This implies that $Q_{k}^{-1}$ is also bounded on $[0, \infty)_{\mathbb{Z}}$, i.e., inequality (5.71) holds. By combining the submultiplicative property of the spectral norm and (5.69), (5.71), (5.72) we then obtain

$$
\sum_{k=0}^{\infty}\left\|\Upsilon_{k}\right\|_{\sigma} \leq \sum_{k=0}^{\infty}\left\|Q_{k}^{-1}\right\|_{\sigma} \times\left\|\widetilde{\Phi}_{k}^{[\mathrm{s}]^{*}}\left(\lambda_{0}\right) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{s]}]}\left(\lambda_{0}\right)\right\|_{\sigma} \leq \kappa \varepsilon<\infty
$$

Hence the same calculation as in (4.21), see also Proposition 1.1.4, implies that the fundamental matrix $\bar{\Omega}_{k}$ of system (5.66) satisfies

$$
\begin{equation*}
\left\|\bar{\Omega}_{k}\right\|_{\sigma} \leq \rho \quad \text { for all } k \in[0, \infty)_{\mathbb{z}} \text { and some } \rho>0 \tag{5.75}
\end{equation*}
$$

With $\mathcal{K}_{k}(\lambda):=\bar{\Phi}_{k}^{[s] *}(\lambda) \mathcal{W}_{k} \bar{\Phi}_{k}^{[s]}(\lambda)$ we obtain from (5.65) and (5.47) that

$$
\begin{align*}
\mathcal{K}_{k}(\lambda) & =\bar{\Omega}_{k+1}^{*} \bar{\Phi}_{k}^{[\mathrm{s}]^{*}}\left(\lambda_{0}\right) \operatorname{diag}\left\{\mathcal{L}_{k}^{[1]}, 0\right\} \bar{\Phi}_{k}^{[s]}\left(\lambda_{0}\right) \bar{\Omega}_{k+1}+\bar{\Omega}_{k}^{*} \bar{\Phi}_{k}^{[\mathrm{ss} *}\left(\lambda_{0}\right) \operatorname{diag}\left\{0, \mathcal{W}_{k}^{[2]}\right\} \bar{\Phi}_{k}^{[\mathrm{s}]}\left(\lambda_{0}\right) \bar{\Omega}_{k} \\
& \leq \bar{\Omega}_{k+1}^{*} \mathcal{K}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k+1}+\bar{\Omega}_{k}^{*} \mathcal{K}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k} . \tag{5.76}
\end{align*}
$$

This implies through (5.75) and the submultiplicativity, self-adjointness, and unitary invariance of the spectral norm that

$$
\begin{aligned}
\sum_{k=0}^{\infty}\left\|\mathcal{K}_{k}(\lambda)\right\|_{\sigma} & \stackrel{(5.76)}{\leq} \sum_{k=0}^{\infty}\left(\left\|\bar{\Omega}_{k+1}^{*} \mathcal{K}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k+1}\right\|_{\sigma}+\left\|\bar{\Omega}_{k}^{*} \mathcal{K}_{k}\left(\lambda_{0}\right) \bar{\Omega}_{k}\right\|_{\sigma}\right) \\
& \leq \sum_{k=0}^{\infty}\left(\left\|\bar{\Omega}_{k+1}\right\|_{\sigma}^{2}+\left\|\bar{\Omega}_{k}\right\|_{\sigma}^{2}\right) \times\left\|\mathcal{K}_{k}\left(\lambda_{0}\right)\right\|_{\sigma} \stackrel{(5.75)}{\leq} 2 \rho^{2} \sum_{k=0}^{\infty}\left\|\mathcal{K}_{k}\left(\lambda_{0}\right)\right\|_{\sigma}<\infty
\end{aligned}
$$

because all solutions of system $\left(\overline{\mathcal{Q}}_{\lambda_{0}}\right)$ belong to $\ell_{\mathcal{W}}^{2}$. This shows that all solutions of system $\left(\overline{\mathcal{Q}}_{\lambda}\right)$ belong to $\ell_{\mathcal{W}}^{2}$ as well. Analogously, by switching the roles of systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$, we prove that all solutions of system $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ belong to $\ell_{\mathcal{W}}^{2}$. Since $\lambda \in \mathbb{C} \backslash\left\{\lambda_{0}\right\}$ was chosen arbitrarily, the proof is complete.

Proof of Theorem 5.4.1. The statement of Theorem 5.4.1 follows immediately from Theorem 5.4.5, when it is applied in the case $\overline{\mathcal{S}}_{k}^{[0]} \equiv \widetilde{\mathcal{S}}_{k}^{[0]}:=\mathcal{S}_{k}^{[0]}$, i.e., when all systems $\left(\mathcal{Q}_{\lambda}\right),\left(\overline{\mathcal{Q}}_{\lambda}\right)$, and ( $\widetilde{\mathcal{Q}}_{\lambda}$ ) are equal.

Now we give sufficient conditions in terms of the coefficients, which guarantee that all solutions of systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\widetilde{\mathcal{Q}}_{\lambda}$ ) belong to the space $\ell_{\mathcal{W}}^{2}$. Similarly as in Corollary 4.2.3, the matrix norm $\|\cdot\|_{1}$ utilized in (5.77) below can be replaced by any other matrix norm because of their equivalence.

Corollary 5.4.6. Let (5.47) hold and assume that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\widetilde{\mathcal{S}}_{k}^{[0]}-I\right\|_{1}<\infty, \quad \sum_{k=0}^{\infty}\left\|\widetilde{\mathcal{S}}_{k}^{[0]}-I\right\|_{1}<\infty, \quad \text { and } \quad \sum_{k=0}^{\infty}\left\|\mathcal{W}_{k}\right\|_{1}<\infty . \tag{5.77}
\end{equation*}
$$

Then all solutions of systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\widetilde{\mathcal{Q}}_{\lambda}$ ) belong to $\ell_{\mathcal{W}}^{2}$ for any $\lambda \in \mathbb{C}$.
Proof. By Theorem 5.4.5 it suffices to show that there exists $\lambda_{0} \in \mathbb{C}$ such that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|\bar{\Phi}_{k}^{[\mathrm{s}] *}\left(\lambda_{0}\right) \mathcal{W}_{k} \widehat{\Phi}_{k}^{[\mathrm{s}]}\left(\lambda_{0}\right)\right\|_{1}<\infty \quad \text { and } \quad \sum_{k=0}^{\infty}\left\|\bar{\Phi}_{k}^{[\mathrm{s]*}}\left(\lambda_{0}\right) \mathcal{W}_{k} \widetilde{\Phi}_{k}^{[\mathrm{s]}]}\left(\lambda_{0}\right)\right\|_{1}<\infty . \tag{5.78}
\end{equation*}
$$

We show that these inequalities are satisfied for $\lambda_{0}=0$. Since $\widehat{\mathcal{S}}_{k}(0)=\overline{\mathcal{S}}_{k}^{[0]}$, we obtain from the first condition in (5.77) and Proposition 1.1.4 that there exist $\varepsilon>0$ such that $\left\|\bar{\Phi}_{k}(0)\right\|_{1} \leq \varepsilon<\infty$ for all $k \in[0, \infty)_{\mathbb{Z}}$, where $\Phi(0) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ represents a fundamental matrix of system ( $\overline{\mathcal{Q}}_{0}$ ). Moreover, the second condition in (5.77) implies that there exists $\rho>0$ such that $\left\|\overline{\mathcal{A}}_{k}-I\right\|_{1}+\left\|\overline{\mathcal{C}}_{k}\right\|_{1} \leq \rho<\infty$ for all $k \in[0, \infty)_{\mathbb{z}}$. Hence from (5.61) we get

$$
\begin{aligned}
\left\|\widetilde{\mathcal{T}}_{k}^{*}(0) \mathcal{J}\right\|_{1} & =\left\|\left(\begin{array}{cc}
0 & 0 \\
-\widetilde{\mathcal{C}}_{k}^{*} & \widetilde{\mathcal{A}}_{k}^{*}-I
\end{array}\right)+I_{2 n}\right\|_{1} \leq\left\|\left(\begin{array}{cc}
0 & 0 \\
-\widetilde{\mathfrak{C}}_{k}^{*} & \widetilde{\mathcal{A}}_{k}^{*}-I
\end{array}\right)\right\|_{1}+\left\|I_{2 n}\right\|_{1} \\
& \leq\left\|\widetilde{\mathcal{A}}_{k}-I\right\|_{1}+\left\|\widetilde{\mathcal{C}}_{k}\right\|_{1}+2 n \leq \kappa<\infty \quad \text { for all } k \in[0, \infty)_{\mathbb{Z}},
\end{aligned}
$$

where we used the self-adjointness of the norm $\|\cdot\|_{1}$ and put $\kappa:=2 n+\rho$. Since we have $\bar{\Phi}_{k}^{[\mathrm{s]}}(0)=\widetilde{\mathcal{T}}_{k}^{*}(0) \mathcal{d} \bar{\Phi}_{k+1}(0)$ by (5.62), the last condition in (5.77) yields the estimate

$$
\begin{aligned}
\sum_{k=0}^{\infty}\left\|\bar{\Phi}_{k}^{[\mathrm{ss} *}(0) \mathcal{W}_{k} \bar{\Phi}_{k}^{[\mathrm{s]}}(0)\right\|_{1} & \leq \sum_{k=0}^{\infty}\left\|\bar{\Phi}_{k}^{[\mathrm{s]}}(0)\right\|_{1}^{2} \times\left\|\mathcal{W}_{k}\right\|_{1} \leq \sum_{k=0}^{\infty}\left\|\widetilde{\mathcal{T}}_{k}^{*}(0) \mathcal{J}\right\|_{1}^{2} \times\left\|\bar{\Phi}_{k+1}(0)\right\|_{1}^{2} \times\left\|\mathcal{W}_{k}\right\|_{1} \\
& \leq \kappa^{2} \varepsilon^{2} \sum_{k=0}^{\infty}\left\|\mathcal{W}_{k}\right\|_{1}<\infty .
\end{aligned}
$$

In a similar way we prove also the second inequality in (5.78). Therefore all solutions of systems ( $\overline{\mathcal{Q}}_{0}$ ) and ( $\widetilde{\mathcal{Q}}_{0}$ ) belong to $\ell_{\mathcal{W}}^{2}$, and so the statement follows from Theorem 5.4.5.

If the matrices $\overline{\mathcal{A}}_{k}$ and $\widetilde{\mathcal{A}}_{k}$ are invertible on $[0, \infty)_{Z}$, then systems $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ and $\left(\widetilde{\mathcal{Q}}_{\lambda}\right)$ are equivalent with the pair of the first order difference systems

$$
\Delta \hat{z}_{k}(\lambda)=\left[\widehat{H}_{k}+\lambda \mathcal{J} \mathcal{W}_{k}\right] \hat{z}_{k}^{[s]}(\lambda) \quad \text { and } \quad \Delta \tilde{z}_{k}(\lambda)=\left[\widetilde{H}_{k}+\lambda \mathcal{J} \mathcal{W}_{k}\right] \tilde{z}_{k}^{[s]}(\lambda)
$$

where $\mathcal{W}$ is from (5.47), the coefficient matrix $\widehat{H} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ has the form
and $\widetilde{H} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ is given analogously, cf. Examples 5.2 .2 and 5.2 .3 . Especially, if we take $\widetilde{\mathcal{A}}_{k} \equiv \widetilde{\mathcal{A}}_{k}$, then the first identities in (5.50) and (5.55) imply that $\widetilde{H}_{k}=\mathcal{J} H_{k}^{*} \mathcal{J}$ for all $k \in[0, \infty)_{z}$. In this case we obtain from Theorem 5.4 .5 the following generalization of [142, Theorem 5.5] for two non-Hermitian linear Hamiltonian difference systems

$$
\begin{gather*}
\Delta \hat{z}_{k}(\lambda)=\left[\widehat{H}_{k}+\lambda \widehat{W}_{k}\right] \hat{z}_{k}^{[s]}(\lambda),  \tag{H}\\
\Delta \tilde{z}_{k}(\lambda)=\left[\mathfrak{J} \widehat{H}_{k}^{*} \mathcal{J}+\lambda \widehat{W}_{k}\right] \tilde{z}_{k}^{[s]}(\lambda), \tag{H}
\end{gather*}
$$

where we put

$$
\widehat{H}_{k}:=\left(\begin{array}{cc}
\widehat{A}_{k} & \widehat{B}_{k}  \tag{5.7.}\\
\widehat{C}_{k} & -\widehat{A}_{k}^{*}
\end{array}\right) \quad \text { and } \quad \widehat{W}_{k}:=\left(\begin{array}{cc}
0 & \widehat{W}_{k}^{[2]} \\
-\widehat{W}_{k}^{[1]} & 0
\end{array}\right)
$$

with $\bar{A}, \widehat{B}, \widehat{C}, \widehat{W}^{[1]}, \widehat{W}^{[2]} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{n \times n}$ being such that $I-\widehat{A}_{k}$ is invertible, $\widehat{W}_{k}^{[1]}, \widehat{W}_{k}^{[2]}$ are Hermitian, and $-\delta \widehat{W}_{k} \geq 0$ on $[0, \infty)_{z}$. Note that we have $\left(\widehat{\mathrm{H}}_{\lambda}\right)=\left(\widetilde{\mathrm{H}}_{\lambda}\right)=(2.6)$ if $\widehat{B}_{k}^{k}=\widehat{B}_{k}^{*}=B_{k}$ and $\bar{C}_{k}=\bar{C}_{k}^{*}=C_{k}$.
Corollary 5.4.7. Let $\widehat{H}, \widehat{W} \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ be as in (5.79). If there exists $\lambda_{0} \in \mathbb{C}$ such that all solutions of systems $\left(\widehat{\mathrm{H}}_{\lambda_{0}}\right)$ and $\left(\widetilde{\mathrm{H}}_{\lambda_{0}}\right)$ belong to $\ell_{\mathcal{W}}^{2}$ with $\mathcal{W}:=-\mathcal{\partial} \widehat{W}_{k}$, then all solutions of systems $\left(\mathrm{H}_{\lambda}\right)$ and $\left(\widetilde{\mathrm{H}}_{\lambda}\right)$ belong to $\ell_{\mathcal{W}}^{2}$ for any $\lambda \in \mathbb{C}$.

Finally, we give an example illustrating the result of Theorem 5.4.5.
Example 5.4.8. Let $\kappa \geq 1$ be fixed and $q, r \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{1}$ be nonnegative sequences such that $F(\kappa):=\sum_{k=0}^{\infty} F_{k}(\kappa)<\infty$ and $G(\kappa):=\sum_{k=0}^{\infty} G_{k}(\kappa)<\infty$, where

$$
\left.\begin{array}{l}
F_{k}(\kappa):=\kappa^{8 k+2} q_{4 k}+\kappa^{8 k+4} r_{4 k+2}+\kappa^{8 k+6} r_{4 k+3}+\kappa^{8 k+8} q_{4 k+3 \prime}  \tag{5.80}\\
G_{k}(\kappa):=\kappa^{8 k} r_{4 k}+\kappa^{8 k+2} r_{4 k+1}+\kappa^{8 k+4} q_{4 k+1}+\kappa^{8 k+6} q_{4 k+2}
\end{array}\right\}
$$

For example, we may choose

$$
q_{k}=r_{k}:=1 /\left(c^{k} \kappa^{3 k}\right) \quad \text { with } c>1 / \kappa
$$

because in this case the numbers $F(\kappa)$ and $G(\kappa)$ are multiples of the convergent series $\sum_{k=0}^{\infty} 1 /(c \kappa)^{4 k}$. By substituting $1 / \kappa$ instead of $\kappa$ in (5.80) we can see that the series $F(1 / \kappa)$ and $G(1 / \kappa)$ are convergent as well.

Let us consider systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\overline{\mathcal{Q}}_{\lambda}$ ) with $n=1$ and with the following coefficients: (i) for all $k \in[0, \infty)_{\mathbb{Z}}$ we put $\mathcal{W}_{k}^{[1]}:=q_{k}$ and $\mathcal{W}_{k}^{[2]}:=r_{k}$, (ii) for $k \in[0, \infty)_{\mathbb{Z}}$ even $(k=2 j)$ we set $\widetilde{\mathcal{A}}_{k}=\widetilde{\mathcal{D}}_{k}:=(-1)^{j} / \mathcal{K}, \widehat{\mathcal{B}}_{k}=\widehat{\mathcal{C}}_{k}:=0$ and $\overline{\mathcal{A}}_{k}=\widetilde{\mathcal{D}}_{k}:=(-1)^{j} \kappa, \widetilde{\mathcal{B}}_{k}=\widetilde{\mathfrak{C}}_{k}:=0$, while for $k \in[0, \infty)_{z}$ odd $(k=2 j+1)$ we define $\widehat{\mathcal{A}}_{k}=\widetilde{\mathcal{D}}_{k}:=0, \widetilde{\mathcal{B}}_{k}=-\overline{\mathfrak{C}}_{k}:=(-1)^{j} / \kappa$ and $\widetilde{\mathcal{A}}_{k}=\widetilde{\mathcal{D}}_{k}:=0$, $\widetilde{\mathcal{B}}_{k}=-\widetilde{\mathfrak{C}}_{k}:=(-1)^{j} \mathcal{K}$. This means that

$$
\begin{equation*}
\overline{\mathcal{S}}_{k}^{[0]}=(1 / \kappa) g^{k}, \quad \widetilde{\mathcal{S}}_{k}^{[0]}=\kappa g^{k}, \quad \text { and } \quad \mathcal{W}_{k}=\operatorname{diag}\left\{\mathcal{W}_{k}^{[1]}, \mathcal{W}_{k}^{[2]}\right\}=\operatorname{diag}\left\{q_{k}, r_{k}\right\} \geq 0 . \tag{5.81}
\end{equation*}
$$

Then conditions (5.47) and (5.49) are satisfied. We show that all solutions of systems ( $\overline{\mathcal{Q}}_{0}$ ) and $\left(\widetilde{\mathcal{Q}}_{0}\right)$ with the coefficients specified above belong to the corresponding space $\ell_{\mathcal{W}}^{2}$. The fundamental matrices $\bar{\Phi}_{k}(0)$ and $\bar{\Phi}_{k}(0)$ of systems ( $\overline{\mathcal{Q}}_{0}$ ) and ( $\widetilde{\mathcal{Q}}_{0}$ ) determined by the initial conditions $\bar{\Phi}_{0}(0)=I=\bar{\Phi}_{0}(0)$ are equal to

$$
\bar{\Phi}_{k}(0)=\left(1 / \kappa^{k}\right) \mathfrak{J}^{\left(k^{2}-k\right) / 2} \quad \text { and } \quad \widetilde{\Phi}_{k}(0)=\kappa^{k} f^{\left(k^{2}-k\right) / 2} \quad \text { for all } k \in[0, \infty)_{z} .
$$

From (5.61) we obtain $\widetilde{\mathcal{T}}_{k}(0)=\left(\begin{array}{cc}0 & \widehat{\mathcal{A}_{k}} \\ -I & \mathrm{C}_{k}\end{array}\right)$ and $\widetilde{\widetilde{J}_{k}}(0)=\left(\begin{array}{cc}0 & \widetilde{\mathcal{A}_{k}} \\ -I & \mathrm{C}_{k}\end{array}\right)$, and thus for $k \in[0, \infty)_{\mathbb{Z}}$ we get

$$
\widehat{\Phi}_{k}^{[s]}(0)=\widetilde{\mathcal{T}}_{k}^{*}(0) \mathcal{J} \widehat{\Phi}_{k+1}(0)=\left(\left(\hat{z}_{k}^{[1]}\right)^{[s]},\left(\hat{z}_{k}^{[2]}\right)^{[s]}\right)= \begin{cases}\frac{(-1)^{j}}{\kappa^{4 j+1}}\left(\begin{array}{ll}
1 & 0 \\
0 & \kappa
\end{array}\right), & k=4 j \\
\frac{(-1)^{j}}{\kappa^{4 j+2}}\left(\begin{array}{ll}
0 & 1 \\
0 & \kappa
\end{array}\right), & k=4 j+1, \\
\frac{(-1)^{j+1}}{\kappa^{4 j+3}}\left(\begin{array}{ll}
0 & 1 \\
\kappa & 0
\end{array}\right), & k=4 j+2 \\
\frac{(-1)^{j+1}}{\kappa^{4 j+4}}\left(\begin{array}{cc}
1 & 0 \\
-\kappa & 0
\end{array}\right), & k=4 j+3\end{cases}
$$

where $\left(\hat{z}_{k}^{[1]}\right)^{[s]}$ and $\left(\hat{z}_{k}^{[2]}\right)^{[s]}$ mean the partial shift applied to $\hat{z}_{k}^{[1]}$ and $\hat{z}_{k}^{[2]}$, respectively, i.e., $\left(\hat{z}_{k}^{[1]}\right)^{[s]}=\left(\hat{x}_{k+1}^{[1]}, \hat{u}_{k}^{[1]}\right)^{\top}$ and $\left(\hat{z}_{k}^{[2]}\right)^{[s]}=\left(\hat{x}_{k+1}^{[2]}, \hat{u}_{k}^{[2]}\right)^{\top}$. Similarly, the matrix

$$
\widetilde{\Phi}_{k}^{[s]}(0)=\widetilde{\mathcal{T}}_{k}^{*}(0) \mathcal{J} \widetilde{\Phi}_{k+1}(0)=\left(\left(\tilde{z}_{k}^{[1]}\right)^{[s]},\left(\tilde{z}_{k}^{[2]}\right)^{[s]}\right)
$$

has the same form as $\bar{\Phi}_{k}^{[s]}(0)$ above but with $\mathcal{\kappa}$ replaced by $1 / \kappa$. By direct calculations we then have

$$
\begin{array}{ll}
\sum_{k=0}^{\infty}\left(\hat{z}_{k}^{[1]}\right)^{[\mathrm{S}] *} \mathcal{W}_{k}\left(\hat{z}_{k}^{[1]}\right)^{[\mathrm{s}]}=F(1 / \kappa)<\infty, & \sum_{k=0}^{\infty}\left(\hat{z}_{k}^{[2]}\right)^{[\mathrm{S}] *} \mathcal{W}_{k}\left(\hat{z}_{k}^{[2]}\right)^{[\mathrm{s}]}=G(1 / \kappa)<\infty, \\
\sum_{k=0}^{\infty}\left(\tilde{z}_{k}^{[1]}\right)^{[5] *} \mathcal{W}_{k}\left(\tilde{z}_{k}^{[1]}\right)^{[\mathrm{S}]}=F(\kappa)<\infty, & \sum_{k=0}^{\infty}\left(\tilde{z}_{k}^{[2]}\right)^{[\mathrm{s}] *} \mathcal{W}_{k}\left(\tilde{z}_{k}^{[2]}\right)^{[\mathrm{s}]}=G(\kappa)<\infty .
\end{array}
$$

This shows that $\hat{z}^{[1]}, \hat{z}^{[2]}, \tilde{z}^{[1]}, \tilde{z}^{[2]} \in \ell_{W}^{2}$, i.e., the assumptions of Theorem 5.4 .5 are satisfied with $\lambda_{0}=0$. Therefore, by this theorem, all solutions of systems ( $\widetilde{\mathcal{Q}}_{\lambda}$ ) and ( $\left.\widetilde{\mathcal{Q}}_{\lambda}\right)$ with (5.81) belong to $\ell_{\mathcal{W}}^{2}$ for any $\lambda \in \mathbb{C}$. Observe that the statement of Corollary 5.4.6 cannot be applied, because $\sum_{k=0}^{\infty}\left\|\overline{\mathcal{S}}_{k}^{[0]}-I\right\|_{1}=\infty=\sum_{k=0}^{\infty}\left\|\overline{\mathcal{S}}_{k}^{[0]}-I\right\|_{1}$, i.e., the first two conditions in (5.77) are now violated. Note also that systems ( $\mathcal{Q}_{\lambda}$ ) and ( $\mathcal{Q}_{\lambda}$ ) in this example cannot be written as systems $\left(\widehat{\mathrm{H}}_{\lambda}\right)$ and $\left(\widetilde{\mathrm{H}}_{\lambda}\right)$, respectively, because the coefficient matrices $\widetilde{\mathcal{A}}_{k}=0=\widetilde{\mathcal{A}}_{k}$ for $k \in[0, \infty)_{\mathbb{Z}}$ odd are singular.
Remark 5.4.9. We note that Example 5.4.8 with $\mathcal{\kappa}=1$ illustrates the application of Theorem 5.4.1, since in this case the systems ( $\overline{\mathcal{Q}}_{\lambda}$ ) and ( $\overline{\mathcal{Q}}_{\lambda}$ ) coincide.

### 5.5 Bibliographical notes

The results of this chapter were published in [A17] and their generalization to symplectic systems on time scales was established in [A20]. More precisely, Theorem 5.1.3, Example 5.2.3, and Section 5.4 were published only for systems on time scales and they are explicitly presented for the first time in the discrete case, while Examples 5.3.9 and 5.4.8 are taken almost verbatim from [A20]. However it is worth noticing that the results of $[A 17, A 20]$ were stated without the shift in the definition of the space $\ell_{\Psi_{(\lambda)}}^{2}$. A generalization of the invariance of the limit circle case for system $\left(\mathcal{S}_{\lambda}\right)$ with the special polynomial dependence on $\lambda$ described in Example 5.2.3 will be a subject of our future research.

Chapter 5. Polynomial and analytic dependence on spectral parameter

To compare the discrete with the continuous, to search for analogies between them, and ultimately to effect their unification, are patterns of mathematical development that did not begin with Zeno, and certainly did not end with Leibnitz and Newton, nor even with Riemann and Stieltjes. Such a pattern of investigation is especially appropriate to the theory of boundary problems, for which the discrete and the continuous pervade both physical origins and mathematical methods.

Frederick Valentine Atkinson, see [9, pg. v]

## Chapter

## Nohomogeneous problem and MAXIMAL AND MINIMAL LINEAR RELATIONS

In the last two chapters we return to the case of linear dependence on the spectral parameter and focus on the discrete symplectic systems from the "operator-theoretic" point of view. To the best of the author's knowledge, this direction in the theory of discrete symplectic systems was completely untouched before the publications [A18,A21], see also the bibliographical notes in Sections 6.5 and 7.4. However, instead of system $\left(\mathcal{S}_{\lambda}\right)$ with the matrices $\mathbb{S}_{k}, S_{k}, \mathcal{V}_{k}, \Psi_{k}$ we now consider the underlying discrete symplectic system in the so-called time-reversed form with the matrices $\mathbb{S}_{k}, \varnothing_{k}, \mathscr{V}_{k}, \psi_{k}$ (to avoid any confusion we use two different fonts), i.e.,

$$
z_{k}(\lambda)=\mathbb{S}_{k}(\lambda) z_{k+1}(\lambda) \quad \text { with } \mathbb{S}_{k}(\lambda):=\wp_{k}+\lambda \mathscr{V}_{k}
$$

where $\lambda \in \mathbb{C}$ is the same as in the previous chapters and $\delta_{k}, \mathscr{V}_{k} \in \mathbb{C}^{2 n \times 2 n}$ are such that

$$
\begin{equation*}
\delta_{k}^{*} \mathcal{J} \mathscr{s}_{k}=\mathcal{J}, \quad s_{k}^{*} \mathcal{J} \mathscr{V}_{k} \text { is Hermitian, } \quad \mathscr{V}_{k}^{*} \mathcal{J} \mathscr{V}_{k}=0, \quad \text { and } \quad \psi_{k}:=\mathcal{J} \mathscr{s}_{k} \mathcal{J} \mathscr{V}_{k}^{*} \mathcal{J} \geq 0, \tag{6.1}
\end{equation*}
$$

where the matrix $\mathcal{J}$ is (again) as in (1.12). This change is mainly motivated by the absence of the shift in the definition of the associated semi-inner product and semi-norm, see (6.8) and compare with (2.54) and (2.26). Consequently, it produces a more natural form of the Green function associated with nonhomogeneous discrete symplectic systems, see Lemma 6.3.2, and allows us to associate with system $\left(\delta_{\lambda}\right)$ a densely defined operator, see Theorem 6.4.5 and compare with [132].

Regardless the transition from system $\left(\mathcal{S}_{\lambda}\right)$ to $\left(\delta_{\lambda}\right)$, the results of the previous chapters remain valid also for system $\left(s_{\lambda}\right)$ with the changes given for the definition of the semiinner product and semi-norm. More precisely, one easily observes that the first three identities in (6.1) are the same as in (2.1). Therefore (again) the matrix $s_{k}$ is symplectic,
for any $\lambda \in \mathbb{C}$ we have

$$
\begin{equation*}
\mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}(\lambda)=\mathcal{J}, \quad \mathbb{S}_{k}^{-1}(\lambda)=-\mathcal{J} \mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J}, \quad\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} g_{k}\right|=1 \tag{6.2}
\end{equation*}
$$

and the identities for the matrices $\delta_{k}, \mathscr{V}_{k}, \mathbb{S}_{k}(\lambda)$ can be modified similarly as in Lemma 2.1.1, see Lemma 6.1.1. Consequently system $\left(\delta_{\lambda}\right)$ is equivalent to system $\left(\mathcal{S}_{\lambda}\right)$, where we put $\mathbb{S}_{k}(\lambda):=\mathbb{S}_{k}^{-1}(\lambda)$, i.e., $\mathcal{S}_{k}:=-\mathcal{J} \mathcal{S}_{k}^{*} \mathcal{J}$ and $\mathcal{V}_{k}:=-\mathcal{J} \mathscr{V}_{k}^{*} \mathcal{J}$. But in that case we obtain

$$
\begin{align*}
z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda) & =z_{k+1}^{*}(\lambda) \mathbb{S}_{k}^{*}(\lambda) \psi_{k} \mathscr{S}_{k}(\lambda) z_{k+1}(\lambda)=-z_{k+1}^{*}(\lambda) \mathscr{V}_{k}^{*} \partial \delta_{k} z_{k+1}(\lambda) \\
& =z_{k+1}^{*}(\lambda) \mathcal{J} \mathcal{V}_{k} \partial \mathcal{S}_{k}^{*} \partial z_{k+1}(\lambda)=z_{k+1}^{*}(\lambda) \Psi_{k} z_{k+1}(\lambda) \tag{6.3}
\end{align*}
$$

which among others justifies the replacement of $\Psi_{k}$ by $\psi_{k}$. On the other hand, systems $\left(\mathcal{S}_{\lambda}\right)$ and $\left(\delta_{\lambda}\right)$ lead to different spaces of square summable sequences, see (2.53) and (6.9). Finally, we remark that although the presence of the shift in the semi-inner product could be suppressed similarly as in [A17], the approach based on the time-reversed system seems to be more natural in the present situation and it is, in addition, traditionally used in connection with the second order Sturm-Liouville difference equations, see e.g. [96,147]. Moreover, while for the analyses of the square summable solutions developed in the previous chapters we it was justifiable to "ignore" finite discrete intervals, in this and the following chapters we concern with system $\left(\delta_{\lambda}\right)$ on a discrete interval $\mathcal{I}_{\mathbb{Z}}$, which is finite or unbounded above, i.e., $\mathcal{I}_{\mathbb{Z}}=[0, N+1)_{\mathbb{Z}}$ with $N \in \mathbb{N} \cup\{0, \infty\}$.

Given the inherent positive semidefiniteness of the sequence $\psi$ defined in (6.1), it is reasonable to consider the construction of operators in connection with system ( $\delta_{\lambda}$ ), their extensions and their spectral theory. However we will see that the natural map associated with system $\left(\delta_{\lambda}\right)$ does give rise only to a multivalued or non-densely defined operator, see Section 6.4. Hence the approach dealing with linear relations instead of operators is utilized as it provides powerful tools for the investigation of multivalued linear operators in a Hilbert space, especially for non-densely defined linear operators. The beginning of the general theory of linear relations can be traced back to [8], where it was established as a generalization of the results carried out in [167], see also [ $42,45,46,82,143,144,146,175$ ] and the references therein. Moreover, a short introduction to this theory is provided in the Appendix of this thesis and the reader should be acquainted with its content before reading Section 6.4. The study of linear relations in connection with the linear Hamiltonian differential system from (2.5) was initiated in [128] and further developed, e.g., in $[13,83,104,116]$. One of the first occurrences of this concept in the discrete theory can be found in $[28,29]$ for the second order Sturm-Liouville difference equations, while their extension to the linear Hamiltonian difference systems was given recently in [79,134,135, 155,161 ], compare with [142,163]. Hence, in this chapter we aim to associate the minimal and maximal linear relations to the (time-reversed) discrete symplectic systems and to establish their fundamental properties in analogy with [116, Section 2] for system (2.5) and with [134, Section 5] for system (2.6).

The rest of this chapter is organized as follows. In the following section we give some basic properties of system $\left(\delta_{\lambda}\right)$. In Section 6.2 we focus on the definiteness (or the strong Atkinson) condition for system ( $\delta_{\lambda}$ ), which plays a crucial role in the present theory, and derive some equivalent characterizations. A nonhomogeneous discrete symplectic system is investigated in Section 6.3. Concluding with Section 6.4, the maximal and minimal linear relations associated with the (time-reversed) discrete symplectic systems are introduced and their fundamental properties, such as a relationship between the deficiency indices of the minimal relation in a suitable Hilbert space and the number of
square summable solutions of system $\left(\delta_{\lambda}\right)$, are established. In this final section we also present a sufficient condition guaranteeing the existence of a densely defined operator associated with the time-reversed discrete symplectic system.

### 6.1 Preliminaries

The conditions for the coefficients $s_{k}$ and $\mathscr{V}_{k}$ of system ( $\xi_{\lambda}$ ) given in (6.1) can be expressed in several equivalent forms, which are summarized in the following statement, compare with Lemma 2.1.1. Moreover, the same arguments as in (2.1.3) can be used for the calculation of $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|$.
Lemma 6.1.1. Let $n \in \mathbb{N}$ be given. For any $k \in[0, \infty)_{\mathbb{Z}}$ the following conditions are equivalent.
(i) The matrices $s_{k}$ and $\mathscr{V}_{k}$ satisfy the first three conditions in (6.1), i.e., $s_{k}^{*} \mathcal{J} \delta_{k}=\mathcal{J}, f_{k}^{*} \mathcal{J} \mathscr{V}_{k}$ is Hermitian, and $\mathscr{V}_{k}^{*} \mathcal{J} \mathscr{V}_{k}=0$.
(ii) The matrix $\mathbb{S}_{k}(\lambda)$ defined in $\left(f_{\lambda}\right)$ satisfies the first equality in (6.2), i.e., $\mathbb{S}_{k}^{*}(\bar{\lambda}) \mathcal{J} \mathbb{S}_{k}(\lambda)=\mathcal{J}$, for all $\lambda \in \mathbb{C}$.
(iii) The matrices $\delta_{k}$ and $\mathscr{V}_{k}$ satisfy $\delta_{k} \mathcal{\partial} \delta_{k}^{*}=\mathcal{J}$ and $\mathscr{V}_{k} \partial \mathscr{V}_{k}^{*}=0$, and $\mathscr{V}_{k} \mathcal{J} \delta_{k}^{*}$ is Hermitian.
(iv) The matrix $\mathbb{S}_{k}(\lambda)$ in $\left(\delta_{\lambda}\right)$ satisfies $\mathbb{S}_{k}(\lambda) \mathcal{J} \mathbb{S}_{k}^{*}(\bar{\lambda})=\mathcal{J}$ for all $\lambda \in \mathbb{C}$.

Moreover, if any of conditions (i), (ii), (iii) or (iv) holds, then

$$
\begin{equation*}
\mathbb{S}_{k}(\lambda)=\left(I-\lambda \mathcal{J} \psi_{k}\right) s_{k}, \quad \psi_{k}^{*}=\psi_{k}, \quad \psi_{k} \mathcal{J} \psi_{k}=0, \quad \text { and } \quad\left(I-\lambda \mathcal{J} \psi_{k}\right)^{-1}=\left(I+\lambda \mathcal{J} \psi_{k}\right), \tag{6.4}
\end{equation*}
$$

where $\psi_{k}$ is defined (without the requirement of the positive semidefiniteness) in (6.1). Consequently, $\left|\operatorname{det} \mathbb{S}_{k}(\lambda)\right|=\left|\operatorname{det} s_{k}(\lambda)\right|=1$ for all $\lambda \in \mathbb{C}$.

The invertibility of all matrices $\mathbb{S}_{k}(\lambda)$ guarantees the (global) existence and uniqueness of a solution of any initial value problem associated with system ( $\xi_{\lambda}$ ). Especially, if $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{Z Z}^{+}\right)^{2 n}$ solves system $\left(\delta_{\lambda}\right)$ and satisfies $z_{s}(\lambda)=0$ for some $s \in \mathcal{I}_{Z Z}^{+}$, then $z(\lambda)$ is only a trivial solution, i.e., $z_{k}(\lambda)=0$ for all $k \in \mathcal{I}_{\neq}^{+}$.

The latter lemma also establishes the correspondence between the matrix pairs $\{\mathscr{\delta}, \mathscr{V}\}$ and $\{\delta, \psi\}$. More precisely, if $s_{k}, \mathscr{V}_{k} \in \mathbb{C}^{2 n \times 2 n}$ satisfies the first three conditions in (6.1), then the equalities in (6.4) hold. On the other hand, if $s_{k}, \psi_{k} \in \mathbb{C}^{2 n \times 2 n}$ are such that $s_{k}$ satisfies the first relation in (6.1), $\psi_{k}^{*}=\psi_{k}$, and $\psi_{k} \partial \psi_{k}=0$, then the second and third conditions in (6.1) hold with $\mathscr{V}_{k}:=\partial^{*} \psi_{k} \delta_{k}=-\mathcal{J} \psi_{k} s_{k}$. Simultaneously, from (6.4) one can easily conclude that system ( $\varepsilon_{\lambda}$ ) can be equivalently written as

$$
\mathcal{J}\left(z_{k}(\lambda)-s_{k} z_{k+1}(\lambda)\right)=\lambda \psi_{k} z_{k}(\lambda),
$$

which gives rise to a natural linear map $\mathscr{L}: \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n \times m} \rightarrow \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times m}$ associated with system ( $\delta_{\lambda}$ ), namely

$$
\begin{equation*}
\mathscr{L}(z)_{k}:=\mathcal{J}\left(z_{k}-s_{k} z_{k+1}\right), \tag{6.5}
\end{equation*}
$$

where $m \in \mathbb{N}$ corresponds to the dimension of $z$ and typically we consider $m=1$. Hence system ( $\xi_{\lambda}$ ) is equivalent to

$$
\begin{equation*}
\mathscr{L}(z(\lambda))_{k}=\lambda \psi_{k} z_{k}(\lambda), \quad k \in \mathcal{I}_{\mathbb{Z}} . \tag{6.6}
\end{equation*}
$$

From this point of view, the second approach seems to be more natural in the present situation, i.e., to "fix" the sequences of matrices $\delta, \psi \in \mathbb{C}\left(\mathcal{I}_{Z}\right)^{2 n \times 2 n}$ such that

$$
\begin{equation*}
s_{k}^{*} \mathcal{J} \delta_{k}=\mathcal{J}, \quad \psi_{k}^{*}=\psi_{k}, \quad \psi_{k} \mathcal{J} \psi_{k}=0, \quad \text { and } \quad \psi_{k} \geq 0 \quad \text { for all } k \in \mathcal{I}_{\mathbb{Z}} . \tag{6.7}
\end{equation*}
$$

In any case, throughout Chapters 6 and 7 we employ the following notation.

Notation 6.1.2. The number $n \in \mathbb{N}$ is fixed, the discrete interval $\mathcal{I}_{\mathbb{Z}}$ is given either finite or infinite, i.e., $\mathcal{I}_{\mathbb{Z}}=[0, N+1)_{\mathbb{Z}}$ with $N \in \mathbb{N} \cup\{0, \infty\}$, and the sequences $s, \mathscr{V}, \psi \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times 2 n}$ are such that the conditions in (6.1) are satisfied for all $k \in \mathcal{I}_{\mathbb{Z}}$.

With respect to the fact that $\psi \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times 2 n}$ is a sequence with positive semidefinite terms, we define a semi-inner product on $\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ by

$$
\begin{equation*}
\langle z, v\rangle_{\psi}:=\sum_{k \in \mathcal{I}} z_{k}^{*} \psi_{k} v_{k} \tag{6.8}
\end{equation*}
$$

where $z, v \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$. Here we are intentionally sloppy when suppressing the subscript $\mathbb{Z}$ in the notation of the discrete interval $\mathcal{I}_{\mathbb{Z}}$ in the sum on the right-hand side of the latter identity. The same convention is applied throughout the last two chapters. The associated linear space of all square summable sequences is denoted by

$$
\begin{equation*}
\ell_{\psi}^{2}\left(\mathcal{I}_{\mathbb{Z}}\right)=\ell_{\psi}^{2}:=\left\{z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n} \mid\|z\|_{\psi}<\infty\right\} \tag{6.9}
\end{equation*}
$$

where $\|\cdot\|_{\psi}:=\sqrt{\langle\cdot, \cdot\rangle_{\psi}}$ denotes the associated semi-norm.
The equivalent expression of system $\left(s_{\lambda}\right)$ given in (6.6) also justifies the following form of the associated nonhomogeneous system

$$
z_{k}(\lambda)=\mathbb{S}_{k}(\lambda) z_{k+1}(\lambda)-\mathcal{J} \psi_{k} f_{k} \quad \text { or equivalently } \mathscr{L}(z(\lambda))_{k}=\lambda \psi_{k} z_{k}(\lambda)+\psi_{k} f_{k}, \quad k \in \mathcal{I}_{\mathbb{Z}},\left(\rho_{\lambda}^{f}\right)
$$

where $z(\lambda), f \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times m}$ with $m \in \mathbb{N}$ being the same as discussed when defining the linear map $\mathscr{L}$ in (6.5). For simplicity, $\left(f_{v}^{g}\right)$ refers to the nonhomogeneous system of the form given in $\left(\delta_{\lambda}^{f}\right)$ with $\lambda$ replaced by $v$ and $f$ replaced by $g$. In addition, instead of $\left(f_{\lambda}^{0}\right)$ we write only $\left(\delta_{\lambda}\right)$ and for this system we apply the same convention, i.e., by $\left(\delta_{v}\right)$ we denote the system of the form given in $\left(\delta_{\lambda}\right)$ with the parameter $\lambda$ replaced by $v$. Let us point out that the equivalent expression given in $\left(\delta_{\lambda}^{f}\right)$ will play a key role in Section 6.4, where we sometimes write only $\mathscr{L}(z(\lambda))=\lambda \psi z(\lambda)+\psi f$ and $\mathscr{L}(z)=\psi f$ with the meaning $\mathscr{L}(z(\lambda))_{k}=\lambda \psi_{k} z_{k}(\lambda)+\psi_{k} f_{k}$ and $\mathscr{L}(z)_{k}=\psi_{k} f_{k}$ for all $k \in \mathcal{I}_{\mathbb{Z}}$, respectively. For convenience, we also put $\mathscr{L}^{*}(z)_{k}:=\left[\mathscr{L}(z)_{k}\right]^{*}$.

The next result presents an absolutely essential tool used throughout this chapter, compare with Lemma 2.1.5 and Theorem 2.1.7.
Theorem 6.1.3 (Extended Lagrange identity). Let $\lambda, v \in \mathbb{C}, m \in \mathbb{N}$, and $f, g \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{2 n \times m}$ be given. If the sequences $\mathscr{L}(\lambda), \mathscr{L}(v) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times m}$ solve systems $\left(f_{\lambda}^{f}\right)$ and $\left(f_{v}^{g}\right)$ on $\mathcal{I}_{\mathbb{Z}}$, respectively, then for any $s, t \in \mathcal{I}_{\mathbb{Z}}$ with $s \leq t$ we have

$$
\begin{gather*}
\Delta\left[\mathscr{L}_{k}^{*}(\lambda) \mathcal{J} \mathscr{L}_{k}(v)\right]=(\bar{\lambda}-v) \mathscr{L}_{k}^{*}(\lambda) \psi_{k} \mathscr{L}_{k}(v)+f_{k}^{*} \psi_{k} \mathscr{L}_{k}(v)-\mathscr{L}_{k}^{*}(\lambda) \psi_{k} g_{k}  \tag{6.10}\\
\left.\mathscr{L}_{k}^{*}(\lambda) \mathscr{J} \mathscr{L}_{k}(v)\right|_{s} ^{t+1}=\sum_{k=s}^{t}\left\{(\bar{\lambda}-v) \mathscr{L}_{j}^{*}(\lambda) \psi_{j} \mathscr{L}_{j}(v)+f_{j}^{*} \psi_{j} \mathscr{L}_{j}(v)-\mathscr{L}_{j}^{*}(\lambda) \psi_{j} g_{j}\right\} . \tag{6.11}
\end{gather*}
$$

Especially, if $v=\bar{\lambda}$ and $f_{k} \equiv g_{k} \equiv 0$ on $\mathcal{I}_{\mathbb{Z}}$, we have the Wronskian-type identity

$$
\begin{equation*}
\mathscr{L}_{k}^{*}(\lambda) \mathcal{J} \mathscr{L}_{k}(\bar{\lambda}) \equiv \mathscr{L}_{0}^{*}(\lambda) \mathcal{J} \mathscr{L}_{0}(\bar{\lambda}) \quad \text { on } \mathcal{I}_{\mathbb{Z}}^{+} \tag{6.12}
\end{equation*}
$$

Proof. Let $\mathscr{L}(\lambda), \mathscr{L}(v) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times m}$ solve systems $\left(f_{\lambda}^{f}\right)$ and $\left(f_{v}^{g}\right)$. Since by (6.4) we have $\mathbb{S}_{k}^{*-1}(\lambda) \mathcal{J} \mathbb{S}_{k}^{-1}(v)=\mathcal{J}+(\bar{\lambda}-v) \psi_{k}$, we see that

$$
\begin{aligned}
\Delta\left[\mathscr{L}_{k}^{*}(\lambda) \mathcal{J} \mathscr{L}_{k}(v)\right] & =\left[\mathscr{L}_{k}(\lambda)+\mathcal{J} \psi_{k} f_{k}\right]^{*} \mathbb{S}_{k}^{*-1}(\lambda) \mathcal{J} \mathscr{S}_{k}^{-1}(v)\left[\mathscr{L}_{k}(v)+\mathscr{J} \psi_{k} g_{k}\right]-\mathscr{L}_{k}^{*}(\lambda) \mathcal{J} \mathscr{L}_{k}(v) \\
& =\mathscr{L}_{k}^{*}(\lambda)\left[\mathbb{S}_{k}^{*-1}(\lambda) \mathcal{J} \mathbb{S}_{k}^{-1}(v)-\mathcal{J}\right] \mathscr{L}_{k}(v)+f_{k}^{*} \psi_{k} \mathscr{L}_{k}(v)-\mathscr{L}_{k}^{*}(\lambda) \psi_{k} g_{k} \\
& =(\bar{\lambda}-v) \mathscr{L}_{k}^{*}(\lambda) \psi_{k} \mathscr{L}_{k}(v)+f_{k}^{*} \psi_{k} \mathscr{L}_{k}(v)-\mathscr{L}_{k}^{*}(\lambda) \psi_{k} g_{k}
\end{aligned}
$$

Identities (6.11) and (6.12) are only simple consequences of the latter equality.
Let us note that, by using the equivalent expression of system $\left(\delta_{\lambda}^{f}\right)$, identity (6.11) can be also written as

$$
\begin{equation*}
\left.(\mathscr{L}(\lambda), \mathscr{L}(v))_{k}\right|_{s} ^{t+1}=\sum_{k=s}^{t}\left\{\mathscr{L}^{*}(\mathscr{L}(\lambda))_{k} \mathscr{L}_{k}(v)-\mathscr{L}_{k}^{*}(\lambda) \mathscr{L}(\mathscr{L}(v))_{k}\right\}, \tag{6.13}
\end{equation*}
$$

where we use for any $Z, \mathscr{L} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times m}$ and $k \in \mathcal{I}_{\mathbb{Z}}^{+}$the notation

$$
(Z, \mathscr{Z})_{k}:=Z_{k}^{*} \mathcal{J} \mathscr{Z}_{k} .
$$

Moreover, under the assumptions of Theorem 6.1.3 with $m=1, \mathcal{L}(\lambda)=z, \mathcal{L}(v)=v$, $\lambda=0=v, s=0$, and $t=N$ we get from (6.11) and (6.8) that

$$
\begin{equation*}
\left.(z, v)_{k}\right|_{0} ^{N+1}=\langle f, v\rangle_{\psi}-\langle z, g\rangle_{\psi}, \tag{6.14}
\end{equation*}
$$

where the left-hand side of (6.14) means $\lim _{k \rightarrow \infty}(z, v)_{k}-(z, v)_{0}$ if $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{z}}$. Nevertheless identity (6.14) and the Cauchy-Schwarz inequality imply that the latter limit exists finite whenever $z, v, f, g \in \ell_{\psi}^{2}$.

Throughout this and the following chapters we denote by $\Theta(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times 2 n}$ a fundamental matrix of system ( $\delta_{\lambda}$ ). If, similarly as in Chapter 2, it is such that

$$
\begin{equation*}
\Theta_{s}^{*}(\bar{\lambda}) \mathcal{J} \Theta_{s}(\lambda)=\mathcal{J}, \tag{6.15}
\end{equation*}
$$

for some $s \in \mathcal{I}_{\mathbb{Z}}^{+}$, then as an immediate consequence of (6.12) we have for any $k \in \mathcal{I}_{Z Z}^{+}$that

$$
\begin{equation*}
\Theta_{k}^{*}(\bar{\lambda}) \mathcal{J} \Theta_{k}(\lambda)=\mathcal{J}, \quad \Theta_{k}^{-1}(\lambda)=-\mathcal{J} \Theta_{k}^{*}(\bar{\lambda}) \mathcal{J}, \quad \text { and } \quad \Theta_{k}(\lambda) \mathcal{J} \Theta_{k}^{*}(\bar{\lambda})=\mathcal{J} . \tag{6.16}
\end{equation*}
$$

Remark 6.1.4. Similarly as for linear Hamiltonian differential systems, there exists a unitary map $\mathcal{Q}: \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n} \rightarrow \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ preserving the square summability with respect to $\psi$ and such that system $\left(\delta_{0}^{f}\right)$ can be written in the canonical form, i.e., with $\delta \equiv I$. Indeed, let $\Theta=\Theta(0)$ denote the fundamental matrix of system ( $\delta_{0}$ ) satisfying $\Theta_{0}=I$. Then it is invertible for all $k \in \mathcal{I}_{Z}^{+}$with $\Theta_{k}^{-1}=-\mathcal{J} \Theta_{k}^{*} \mathcal{J}$ and this inverse provides the canonical transformation, i.e., $\mathcal{Q}_{k}=\Theta_{k}^{-1}$ with $\mathcal{Q}(z)_{k}:=\Theta_{k}^{-1} z_{k}$. Hence system $\left(g_{0}^{f}\right)$ is equivalent with

$$
\begin{equation*}
-\mathcal{J} \Delta v_{k}=\bar{\psi}_{k} g_{k}, \quad k \in \mathcal{I}_{\mathbb{Z}}, \tag{6.17}
\end{equation*}
$$

where we put $v_{k}:=\mathcal{Q}(z)_{k}, g_{k}:=\mathcal{Q}(f)_{k}$, and $\bar{\psi}_{k}:=\Theta_{k}^{*} \psi_{k} \Theta_{k}$, see also [79]. Moreover, one can easily verify that $v \in \ell_{\underset{\psi}{2}}^{2}$ if and only if $z \in \ell_{\psi}^{2}$. System (6.17) can be seen as a discrete counterpart of the canonical linear Hamiltonian differential system, i.e., nonhomogeneous system associated with (2.5), where $H(t) \equiv 0$, see e.g. [128] or [116, Subsection 2.2] and the references therein.

### 6.2 Definiteness condition

In this section we focus on the definiteness condition for system ( $\varepsilon_{\lambda}$ ), which is closely related to the strong Atkinson condition applied to all $\lambda \in \mathbb{C}$, see Hypothesis 2.4.11 and Remark 6.2.7. Although it was shown in Chapter 2 that only the weak form of the Atkinson condition is sufficient for the development of the Weyl-Titchmarsh theory, we will need the strong version for (at least) two reasons:
(i) in the section devoted to the nonhomogeneous problem we utilize Theorem 2.4.12 in the setting of system ( $\delta_{\lambda}$ ), see Section 6.3;
(ii) it guarantees a certain (extremely important) uniqueness property for system $\left(\varepsilon_{0}^{f}\right)$, see Lemmas 6.2.8 and 6.4.3, Theorem 6.4.2, Corollary 6.4.14, and Chapter 7.
Similar treatment in connection with the linear Hamiltonian differential and difference systems can be found in $[13,116$ ] and [134], respectively.
Definition 6.2.1. System $\left(\xi_{\lambda}\right)$ is said to be definite on a discrete interval $\mathcal{I}_{Z Z}^{\mathrm{D}} \subseteq \mathcal{I}_{\mathbb{Z}}$ provided the interval $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$ is nonempty and for each $\lambda \in \mathbb{C}$ any nontrivial solution $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ of $\operatorname{system}\left(\delta_{\lambda}\right)$, i.e, $\mathscr{L}(z(\lambda))_{k}=\lambda \psi_{k} z_{k}(\lambda)$ for all $k \in \mathcal{I}_{\mathbb{Z}}$, satisfies

$$
\begin{equation*}
\sum_{k \in \mathcal{I}^{\mathcal{D}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda)>0 . \tag{6.18}
\end{equation*}
$$

Remark 6.2.2. Alternatively, the definiteness condition for $\left(\delta_{\lambda}\right)$ can be stated in the following way: system $\left(\mathcal{s}_{\lambda}\right)$ is definite on a (nonempty) discrete interval $\mathcal{I}_{Z}^{\mathrm{D}} \subseteq \mathcal{I}_{z}$ if, for each $\lambda \in \mathbb{C}$, every solution $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ of system ( $\left.\delta_{\lambda}\right)$ for which

$$
\begin{equation*}
\sum_{k \in \mathcal{I}^{\mathrm{D}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda)=0, \tag{6.19}
\end{equation*}
$$

is trivial on $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$, i.e., $z_{k}(\lambda)=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$, and consequently it is trivial on the whole interval $\mathcal{I}_{\mathbb{Z}}^{+}$. Furthermore, from the assumption of $\psi_{k} \geq 0$ on $\mathcal{I}_{\bar{z}}$ we get immediately that for any discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\bar{Z}}$ such that $\mathcal{I}_{Z}^{\mathrm{D}} \subseteq \overline{\mathcal{I}}_{\mathbb{Z}}$ we have

$$
\begin{equation*}
\sum_{k \in \mathcal{I}^{\mathrm{D}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda) \leq \sum_{k \in \overline{\mathcal{I}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda) . \tag{6.20}
\end{equation*}
$$

Therefore one easily concludes that the definiteness of system $\left(\delta_{\lambda}\right)$ on $\mathcal{I}_{z}^{\text {D }}$ guarantees the definiteness of $\left(\delta_{\lambda}\right)$ on every discrete "interval superset" $\overline{\mathcal{I}}_{\mathbb{Z}}$, especially on $\mathcal{I}_{\mathbb{Z}}$. Hence, definiteness of system ( $\delta_{\lambda}$ ) on some finite discrete subinterval $\mathcal{I}_{Z 2}^{\mathrm{D}}$ implies, for every $\lambda \in \mathbb{C}$, that the semi-norm $\|\cdot\|_{\psi}$ of any nontrivial solution of system $\left(f_{\lambda}\right)$ is nonzero. The converse of this last statement will be established in Lemma 6.2.6 below.

In the next lemma we show that for the definiteness of system $\left(\delta_{\lambda}\right)$ on a discrete interval $\mathcal{I}_{Z}^{\mathrm{D}}$ it is not necessary to verify inequality (6.18) for all nontrivial solutions and every $\lambda \in \mathbb{C}$, but it suffices to do it only for one particular choice of $\lambda \in \mathbb{C}$.
Lemma 6.2.3. System ( $\delta_{\lambda}$ ) is definite on a discrete interval $\mathcal{I}_{Z 1}^{\mathrm{D}} \subseteq \mathcal{I}_{\mathbb{Z}}$ if and only if, for some $\lambda_{0} \in \mathbb{C}$, each solution $z\left(\lambda_{0}\right) \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n}$ of system $\left(\delta_{\lambda_{0}}\right)$ satisfying

$$
\begin{equation*}
\sum_{k \in \mathcal{I}^{\mathrm{D}}} z_{k}^{*}\left(\lambda_{0}\right) \psi_{k} z_{k}\left(\lambda_{0}\right)=0 \tag{6.21}
\end{equation*}
$$

is trivial on $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$, i.e., $z_{k}\left(\lambda_{0}\right)=0$ for all $k \in \mathcal{I}_{Z}^{\mathrm{D}}$.
Proof. We begin by assuming that for some $\lambda_{0} \in \mathbb{C}$ each solution $z\left(\lambda_{0}\right)$ of system ( $\delta_{\lambda_{0}}$ ) satisfying (6.21) is necessarily trivial on $\mathcal{I}_{\mathbb{Z}}^{\text {D }}$, i.e., $z_{k}\left(\lambda_{0}\right)=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{\text {D }}$. Let $\lambda \in \mathbb{C}$ be arbitrary and $z(\lambda)$ be a solution of system ( $\xi_{\lambda}$ ) such that (6.19) holds. Given Remark 6.2.2, it suffices to show that $z(\lambda)$ is also trivial on $\mathcal{I}_{Z}^{\mathrm{D}}$. Since $\psi_{k} z_{k}(\lambda)=0$ for all $k \in \mathcal{I}_{Z}^{\mathrm{D}}$, we see by the equivalent expression given in (6.6) that $z(\lambda)$ solves also system $\left(\delta_{\lambda_{0}}\right)$ on $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$. Then, by the assumed definiteness of system ( $\delta_{\lambda_{0}}$ ) on $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$, condition (6.19) indeed implies that $z_{k}(\lambda)=0$ for all $k \in \mathcal{I}_{Z}^{\mathrm{D}}$. The converse is trivial.

Example 6.2.4. The discrete symplectic systems (or their time-reversed form) investigated in Examples 2.5.1-2.5.3 are not definite, because they possess nontrivial solutions with the semi-norm equal to zero. On the other hand, we can provide a simple example of system $\left(f_{\lambda}\right)$ being definite on some nontrivial discrete interval $\mathcal{I}_{\underline{Z}}^{\mathrm{D}} \subseteq \mathcal{I}_{z}$; cf. Theorem 6.2.5. Let us consider the following system

$$
\binom{x_{k}(\lambda)}{u_{k}(\lambda)}=\left(\begin{array}{cc}
1 & -1 / p_{k+1}  \tag{6.22}\\
-q_{k}+\lambda w_{k} & 1+\left(q_{k}-\lambda w_{k}\right) / p_{k+1}
\end{array}\right)\binom{x_{k+1}(\lambda)}{u_{k+1}(\lambda)}, \quad k \in \mathcal{I}_{\mathbb{z}},
$$

where $p \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+} \backslash\{0\}\right)$ and $q, w \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)$ are (only) real-valued sequences such that $w_{k} \geq 0$ and $p_{k+1} \neq 0$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. Then the conditions in (6.1) are satisfied with

$$
s_{k}=\left(\begin{array}{cc}
1 & -1 / p_{k+1} \\
-q_{k} & 1+q_{k} / p_{k+1}
\end{array}\right), \quad \mathscr{V}_{k}=\left(\begin{array}{cc}
0 & 0 \\
w_{k} & -w_{k} / p_{k+1}
\end{array}\right), \quad \text { and } \quad \psi_{k}=\left(\begin{array}{cc}
w_{k} & 0 \\
0 & 0
\end{array}\right),
$$

see also (6.25). If $w_{k}>0$ for at least two consecutive points of $\mathcal{I}_{\mathbb{Z}}$, i.e., for $k \in[a, b]_{\mathbb{Z}}$ with $a, b \in \mathcal{I}_{\mathbb{Z}}$ and $a<b$, then system (6.22) is definite on $[a, b]_{\mathbb{Z}}$, and thus, by Remark 6.2.2, also on any discrete interval $\mathcal{I}_{z}^{\mathrm{D}}$ such that $[a, b]_{\mathbb{Z}} \subseteq \mathcal{I}_{z}^{\mathrm{D}} \subseteq \mathcal{I}_{\mathbb{Z}}$. Indeed, let us denote by $z=(x, u)^{\top} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2}$ a sequence satisfying system (6.22) with $\lambda=0$ and assume that $\psi_{k} z_{k}=0$ on $[a, b]_{z}$, i.e., the pair $x_{k}, u_{k}$ is such that

$$
\begin{equation*}
\Delta x_{k}=\frac{u_{k+1}}{p_{k+1}}, \quad \Delta u_{k}=q_{k} x_{k+1}-\frac{q_{k}}{p_{k+1}} u_{k+1}, \quad \text { and } \quad w_{k} x_{k}=0 \quad \text { for all } k \in[a, b]_{z} . \tag{6.23}
\end{equation*}
$$

Then the positivity of $w_{k}$ on $[a, b]_{\mathbb{Z}}$ and the third equality in (6.23) yield $x_{k}=0$ for all $k \in[a, b]_{\mathbb{z}}$, which implies that also $u_{k}=0$ for all $k \in[a+1, b]_{\mathbb{z}}$ by the first equality in (6.23). Hence $z_{k}=0$ on $[a+1, b]_{z}$ and from the invertibility of the coefficient matrix in (6.22) we easily obtain $z \equiv 0$ on $[a, b]_{z}$. It means that $z$ is only the trivial solution of system (6.22) with $\lambda=0$ and the definiteness of system (6.22) on $[a, b]_{\mathbb{Z}}$ follows by Lemma 6.2.3.

In addition, we point out that system (6.22) corresponds to the second order SturmLiouville difference equation

$$
\begin{equation*}
-\Delta\left[p_{k} \Delta y_{k-1}(\lambda)\right]+q_{k} y_{k}(\lambda)=\lambda w_{k} y_{k}(\lambda), \quad k \in \mathcal{I}_{z} . \tag{6.24}
\end{equation*}
$$

with $p \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)$and $q, w \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)$. More precisely, let $y(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+} \cup\{-1\}\right)$ be a solution of equation (6.24) on the discrete interval $\mathcal{I}_{\mathbb{Z}}$. Then the pair $x_{k}(\lambda):=y_{k}(\lambda), k \in \mathcal{I}_{\mathbb{Z}}^{+} \cup\{-1\}$, and $u_{k}(\lambda):=p_{k} \Delta y_{k-1}(\lambda), k \in \mathcal{I}_{Z}^{+}$, satisfies system (6.22) for all $k \in \mathcal{I}_{\mathbb{Z}}$, compare with the system corresponding to equation (2.8) in the case $m=n=1$ and see also [4, Example 3.8]. On the other hand, if $p_{0} \neq 0$ and the pair $x(\lambda), u(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\underline{Z}}^{+}\right)$solves system (6.22), then $y(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+} \cup\{-1\}\right)$ defined as

$$
y_{k}(\lambda):=\left\{\begin{array}{l}
x_{k}(\lambda), \quad k \in \mathcal{I}_{Z}^{+}, \\
x_{0}(\lambda)-u_{0}(\lambda) / p_{0}, \quad k=-1,
\end{array}\right.
$$

satisfies equation (6.24) for all $k \in \mathcal{I}_{\bar{z}}$.
System (6.22) is a particular case of system ( $\xi_{\lambda}$ ) with a special linear dependence on the parameter $\lambda$, which is analogous to system ( $\mathcal{S}_{\lambda}$ ) with (2.7). Namely, let

$$
s_{k}=\left(\begin{array}{ll}
\mathscr{A}_{k} & \mathscr{B}_{k}  \tag{6.25}\\
\mathscr{C}_{k} & \mathscr{D}_{k}
\end{array}\right), \quad \mathscr{V}_{k}=\left(\begin{array}{cc}
0 & 0 \\
\mathscr{W}_{k} \mathscr{A}_{k} & \mathscr{W}_{k} \mathscr{A}_{k}
\end{array}\right), \quad \text { and } \quad \psi_{k}=\left(\begin{array}{cc}
\mathscr{W}_{k} & 0 \\
0 & 0
\end{array}\right),
$$

where $\mathscr{A}, \mathscr{B}, \mathscr{C}, \mathscr{D}, \mathscr{W} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{n \times n}$ are such that $\delta_{k}^{*} \mathcal{J} s_{k}=\mathcal{I}$ and $\mathscr{W}_{k}=\mathscr{W}_{k}^{*} \geq 0$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. Then the conditions in (6.1) are satisfied on $\mathcal{I}_{\mathbb{Z}}$ and in the following theorem we derive a sufficient condition for the definiteness of system ( $f_{\lambda}$ ) with the coefficients as in (6.25). For completeness, we note that the latter system is equivalent with the pair of equations

$$
\begin{equation*}
x_{k}(\lambda)=\mathscr{A}_{k} x_{k+1}(\lambda)+\mathscr{B}_{k} u_{k+1}(\lambda), \quad u_{k}(\lambda)=\mathscr{C}_{k} x_{k+1}(\lambda)+\mathscr{D}_{k} u_{k+1}(\lambda)+\lambda \mathscr{N}_{k} x_{k}(\lambda) \tag{6.26}
\end{equation*}
$$

Theorem 6.2.5. Let us consider system ( $\delta_{\lambda}$ ) with the coefficients specified in (6.25). If there exists an index $m \in \mathcal{I}_{\mathbb{Z}} \backslash\{0\}$ such that the matrices $\mathscr{B}_{m-1}, \mathscr{W}_{m-1}$, and $\mathscr{W}_{m}$ are invertible (in fact, $\mathscr{W}_{m-1}$ and $\mathscr{W}_{m}$ are positive definite), then system $\left(\delta_{\lambda}\right)$ is definite on the discrete interval $[m-1, m]_{\mathbb{z}}$, and thus also on $\mathcal{I}_{\mathbb{z}}$.

Proof. Let $\lambda \in \mathbb{C}$ be fixed and $z(\lambda)=\left(x^{\top}(\lambda), u^{\top}(\lambda)\right)^{\top} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ be a nontrivial solution of system $\left(f_{\lambda}\right)$ such that $\psi_{k} z_{k}(\lambda)=0$ on $[m-1, m]_{z}$, i.e., $\mathscr{W}_{m-1} x_{m-1}(\lambda)=0$ and $\mathscr{W}_{m} x_{m}(\lambda)=0$. By Lemma 6.2 .3 we have to show that $z_{k}(\lambda)=0$ on $[m-1, m]_{z}$. From the invertibility of $\mathscr{W}_{m-1}$ and $\mathscr{W}_{m}$ we obtain $x_{m-1}(\lambda)=x_{m}(\lambda)=0$. Hence

$$
0=x_{m-1}(\lambda) \stackrel{(6.26)}{=} \mathscr{A}_{m-1} x_{m}(\lambda)+\mathscr{B}_{m-1} u_{m}(\lambda)=\mathscr{B}_{m-1} u_{m}(\lambda)
$$

which yields also $u_{m}(\lambda)=0$ by the invertibility of $\mathscr{B}_{m-1}$. It means $z_{m}(\lambda)=0$ and consequently $z(\lambda) \equiv 0$ on $\mathcal{I}_{\mathbb{Z}}^{+}$.

For the following result we fix $k_{0} \in \mathcal{I}_{\mathbb{Z}}^{+}$and by $\Theta(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times 2 n}$ we denote the fundamental matrix of system $\left(\delta_{\lambda}\right)$ satisfying $\Theta_{k_{0}}(\lambda)=I$ for any $\lambda \in \mathbb{C}$. Hence $\Theta(\lambda)$ satisfies equality (6.15) with $s=k_{0}$ and thus also the relations in (6.16) for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$. The next result provides a characterization of the definiteness of system $\left(\delta_{\lambda}\right)$ which is analogous to that for system (2.5) established in [13, Proposition 2.11].
Lemma 6.2.6. System ( $f_{\lambda}$ ) is definite on $\mathcal{I}_{\bar{Z}}$ if and only if there exists a finite discrete interval $\mathcal{I}_{Z}^{\mathrm{D}} \subseteq \mathcal{I}_{\mathbb{z}}$ over which the system is definite.

Proof. If the discrete interval $\mathcal{I}_{\bar{z}}$ is finite, the statement is trivial. Hence, let us consider the case $\mathcal{I}_{\bar{z}}=[0, \infty)_{\bar{z}}$. From Remark 6.2.2 we know that the definiteness of system $\left(\delta_{\lambda}\right)$ on a finite discrete interval $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}$ implies definiteness on the discrete interval $[0, \infty)_{\mathbb{Z}}$. Thus, it remains to show the converse.

Assume that system $\left(f_{\lambda}\right)$ is definite on $[0, \infty)_{z}$. In light of Lemma 6.2.3, we need only to show the existence of a finite discrete interval $\mathcal{I}_{\underline{Z}}^{\mathrm{D}}$ over which system $\left(\delta_{\lambda}\right)$ is definite for one value $\lambda_{0} \in \mathbb{C}$. Thus, let $\lambda_{0} \in \mathbb{C}$ be fixed and for any finite discrete subinterval $\overline{\mathcal{I}}_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$ we define the set $s\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$ as

$$
s\left(\overline{\mathcal{I}}_{\text {z }}\right):=\left\{\xi \in \mathbb{C}^{2 n} \mid\|\xi\|_{2}=1 \text { and } \sum_{k \in \overline{\mathcal{I}}} \xi^{*} \Theta_{k}^{*}\left(\lambda_{0}\right) \psi_{k} \Theta_{k}\left(\lambda_{0}\right) \xi=0\right\},
$$

where $\|\cdot\|_{2}$ is the Euclidean norm on $\mathbb{C}^{2 n}$. Then $s\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)$ is compact and it holds $s\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right) \subseteq s\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)$ whenever $\overline{\mathcal{I}}_{\underline{Z}} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}}$. Moreover, let $\left\{\mathcal{I}_{\mathbb{Z}}^{[m]}\right\}_{m \in \mathbb{N}}$ be a collection of nested finite discrete intervals $\mathcal{I}_{Z}^{[1]} \subseteq \mathcal{I}_{Z}^{[2]} \subseteq \cdots \subset[0, \infty)_{z}$ such that $\bigcup_{m \in \mathbb{N}} \mathcal{I}_{Z}^{[m]}=[0, \infty)_{\mathbb{Z}}$. Suppose that there exists a vector $\xi \in \mathbb{C}^{2 n}$ with $\|\xi\|_{2}=1$ such that for every $m \in \mathbb{N}$ we have $\sum_{k \in \mathcal{I}^{[m]}} \xi^{*} \Theta_{k}^{*}\left(\lambda_{0}\right) \psi_{k} \Theta_{k}\left(\lambda_{0}\right) \xi=0$. Then also $\sum_{k=0}^{\infty} \xi^{*} \Theta_{k}^{*}\left(\lambda_{0}\right) \psi_{k} \Theta_{k}\left(\lambda_{0}\right) \xi=0$, which implies that $\Theta_{k}\left(\lambda_{0}\right) \xi=0$ for all $k \in[0, \infty)_{\mathbb{Z}}$ by the definiteness of system $\left(\xi_{\lambda}\right)$ on $[0, \infty)_{\mathbb{Z}}$, see Remark 6.2.2. But it means that $\xi=0$, which contradicts the assumption $\|\xi\|_{2}=1$. Consequently

$$
\bigcap_{m \in \mathbb{N}} s\left(\mathcal{I}_{\mathbb{Z}}^{[m]}\right)=\emptyset
$$

for the collection of nested compact sets $s\left(\mathcal{I}_{Z}^{[1]}\right) \supseteq s\left(\mathcal{I}_{Z}^{[2]}\right) \supseteq \cdots$. Thus by the Cantor intersection theorem, q.v. [7, Theorem 3.25], there exists $m_{0} \in \mathbb{N}$ such that $s\left(\mathcal{I}_{Z}^{\left[m_{0}\right]}\right)=\emptyset$, which demonstrates the definiteness of system $\left(\delta_{\lambda}\right)$ on the interval $\mathcal{I}_{Z}^{D}=\mathcal{I}_{Z}^{\left[m_{0}\right]} \subset[0, \infty)_{z}$.

Remark 6.2.7. From Lemmas 6.2 .3 and 6.2 .6 we conclude that the strong Atkinson condition stated similarly as in Hypothesis 2.4 .11 for system ( $\delta_{\lambda}$ ) is equivalent to the definiteness of system $\left(\delta_{\lambda}\right)$ on $[0, \infty)_{\mathbb{Z}}$ and it suffices to verify this condition only for one $\lambda \in \mathbb{C}$. Note also that [26, Assumption 2.2] requires satisfaction of inequality (6.18) on every nonempty finite subinterval of $[0, \infty)_{\mathbb{Z}}$, which is significantly stronger than requiring the definiteness of system $\left(f_{\lambda}\right)$ on $[0, \infty)_{\mathbb{Z}}$ as seen, e.g., when $\left(\delta_{\lambda}\right)$ is definite on a finite discrete interval $[0, N]_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$ and $\psi_{k} \equiv 0$ for $k \in[N+1, \infty)_{\mathbb{Z}}$.

Now we establish a basic result concerning the solvability of a boundary value problem associated with system ( $f_{\lambda}$ ), which will be utilized in the proof of Lemma 6.4.3. It provides the symplectic counterpart of the original Naimark's result known as the "Patching lemma", see [124, Lemma 2 in Section 17.3]. Analogous result for system (2.6) can be found in [135, Lemma 3.3].
Lemma 6.2.8. Let system ( $\delta_{\lambda}$ ) be definite on a finite discrete interval $\mathcal{I}_{Z 己}^{\mathrm{D}} \subseteq \mathcal{I}_{\bar{z}}$ and a finite discrete interval $\widehat{\mathcal{I}}_{\mathbb{Z}}:=[c, d]_{\mathbb{Z}}$ be given such that $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}} \subseteq \widehat{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $c, d \in \mathcal{I}_{\mathbb{Z}}$. Then for any given $\xi, \eta \in \mathbb{C}^{2 n}$ there exists $f \in \mathbb{C}\left(\overline{\mathcal{I}}_{z}\right)^{2 n}$ such that the boundary value problem

$$
\begin{equation*}
\mathscr{L}(z)_{k}=\psi_{k} f_{k}, \quad z_{c}=\xi, \quad z_{d+1}=\eta, \quad k \in \overline{\mathcal{I}}_{\mathbb{z}}, \tag{6.27}
\end{equation*}
$$

possesses a solution $z \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$.
Proof. Let $A=\left(a_{i j}\right)_{i, j=1, \ldots, 2 n}$ be the $2 n \times 2 n$ matrix with the elements $a_{i j}:=\sum_{k=c}^{d} \varphi_{k}^{[i] *} \psi_{k} \varphi_{k}^{[j]}$ for $i, j \in\{1, \ldots, 2 n\}$, where $\varphi^{[1]}, \ldots, \varphi^{[2 n]} \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n}$ are linearly independent solutions of system ( $\delta_{0}$ ), i.e., $\mathscr{L}\left(\varphi^{[i]}\right)_{k}=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}$ and $i \in\{1, \ldots, 2 n\}$. Then the homogeneous system of algebraic equations $A \rho=0$, where $\rho=\left(\rho_{1}, \ldots, \rho_{2 n}\right)^{\top} \in \mathbb{C}^{2 n}$, is equivalent to $\sum_{k=c}^{d} \varphi_{k}^{*} \psi_{k} \varphi_{k}=0$, where $\varphi:=\sum_{i=1}^{2 n} \rho_{i} \varphi^{[i]} \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n}$. Since $\varphi$ also solves system ( $\delta_{0}$ ), it follows from the assumption of the definiteness on $\mathcal{I}_{Z}^{\mathrm{D}}$ and inequality (6.20) that $\varphi$ is only the trivial solution of system ( $\delta_{0}$ ), i.e., $\sum_{i=1}^{2 n} \rho_{i} \varphi_{k}^{[i]} \equiv 0$, which implies that $\rho_{i}=0$ for all $i \in\{1, \ldots, 2 n\}$. Thus, the matrix $A$ is invertible.

Consequently, there exists a unique solution $\zeta=\left(\zeta_{1}, \ldots, \zeta_{2 n}\right)^{\top} \in \mathbb{C}^{2 n}$ of the nonhomogeneous system of algebraic equations

$$
\begin{equation*}
\zeta^{*} A=\eta^{*} \mathcal{\partial} \Theta_{d+1}, \tag{6.28}
\end{equation*}
$$

where $\Theta:=\left(\varphi^{[1] *}, \ldots, \varphi^{[2]]^{*}}\right)^{*}$ is a fundamental matrix of system ( $\delta_{0}$ ). If we put $h_{k}^{[1]}:=\Theta_{k} \zeta$ for $k \in \overline{\mathcal{I}}_{\mathbb{Z}}$, we get from (6.28) for all $i \in\{1, \ldots, 2 n\}$ that

$$
\begin{equation*}
\sum_{k=c}^{d} h_{k}^{[1] *} \psi_{k} \varphi_{k}^{[]]}=\eta^{*} \partial \varphi_{d+1}^{[i]} . \tag{6.29}
\end{equation*}
$$

Simultaneously the definiteness of system $\left(\ell_{\lambda}\right)$ guarantees the existence of a unique solution $z^{[1]} \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$ of the nonhomogeneous initial value problem

$$
\mathscr{L}\left(z^{[1]}\right)_{k}=\psi_{k} h_{k}^{[1]}, \quad z_{c}^{[1]}=0, \quad k \in \widehat{\mathcal{I}}_{\mathbb{Z}} .
$$

Then, for all $i \in\{1, \ldots, 2 n\}$, the fact $\mathscr{L}\left(\varphi^{[i]}\right)_{k} \equiv 0$ and identity (6.13) yield

$$
\begin{equation*}
\sum_{k=c}^{d} h_{k}^{[1] *} \psi_{k} \varphi_{k}^{[i]}=\sum_{k=c}^{d}\left\{\mathscr{L}^{*}\left(z^{[1]}\right)_{k} \varphi_{k}^{[i]}-z_{k}^{[1] *} \mathscr{L}\left(\varphi^{[i]}\right)_{k}\right\}=\left.\left(z^{[1]}, \varphi^{[i]}\right)_{k}\right|_{c} ^{d+1}=\left(z^{[1]}, \varphi^{[i]}\right)_{d+1} . \tag{6.30}
\end{equation*}
$$

Upon combining (6.29) and (6.30) we obtain $z_{d+1}^{[1]}=\eta$, which means that $z^{[1]}$ solves the boundary value problem

$$
\mathscr{L}\left(z^{[1]}\right)_{k}=\psi_{k} h_{k}^{[1]}, \quad z_{c}^{[1]}=0, \quad z_{d+1}^{[1]}=\eta, \quad k \in \overline{\mathcal{I}}_{\mathbb{z}} .
$$

Similarly, the nonhomogeneous system of algebraic equations $\omega^{*} A=\xi^{*} \mathcal{\partial} \Theta_{c}$ has a unique solution $\omega=\left(\omega_{1}, \ldots, \omega_{2 n}\right)^{\top} \in \mathbb{C}^{2 n}$. Then with $h_{k}^{[2]}:=\Theta_{k} \omega, k \in \overline{\mathcal{I}}_{z}$, we can calculate that $z^{[2]} \in \mathbb{C}\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$, being the unique solution of

$$
\mathscr{L}\left(z^{[2]}\right)_{k}=-\psi_{k} k_{k}^{[2]}, \quad z_{d+1}^{[2]}=0, \quad k \in \overline{\mathcal{I}}_{\mathbb{Z}},
$$

also satisfies $z_{c}^{[2]}=\xi$, i.e., it solves the boundary value problem

$$
\mathscr{L}\left(z^{[2]}\right)_{k}=-\psi_{k} h_{k}^{[2]}, \quad z_{c}^{[2]}=\xi, \quad z_{d+1}^{[2]}=0, \quad k \in \widehat{\mathcal{I}}_{\mathbb{Z}} .
$$

Therefore, the sequence $z \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$ with the terms $z_{k}:=z_{k}^{[1]}+z_{k}^{[2]}$ for all $k \in \overline{\mathcal{I}}_{Z Z}^{+}$solves the boundary value problem (6.27) with $f_{k}:=h_{k}^{[1]}-h_{k}^{[2]}$ for $k \in \overline{\mathcal{I}}_{\mathbb{Z}}$, i.e., $f \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)^{2 n}$.

Finally, we derive yet another characterization of the definiteness of system ( $f_{\lambda}$ ), analogous to that given for linear Hamiltonian systems (2.5) and (2.6) with $E_{k} \equiv 0$ in [116, Sections 2.3 and 2.4] and [134, Sections 3 and 4], respectively.

For any $\lambda \in \mathbb{C}$ and nonempty finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+}$we define the $2 n \times 2 n$ positive semidefinite matrix

$$
\begin{equation*}
\vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right):=\sum_{k \in \overline{\mathcal{I}}} \Theta_{k}^{*}(\lambda) \psi_{k} \Theta_{k}(\lambda) \tag{6.31}
\end{equation*}
$$

in terms of the fundamental matrix $\Theta(\lambda)$ of system $\left(\delta_{\lambda}\right)$ specified in the paragraph preceding Lemma 6.2.6. While the matrix $\vartheta\left(\lambda, \widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$ depends obviously on $\lambda$ and $\widetilde{\mathcal{I}}_{\mathbb{Z}}$, we next establish that its kernel and range do not, which implies also the independence of the rank of $\vartheta\left(\lambda, \widetilde{\mathcal{I}}_{z}\right)$ on the value of $\lambda$.
Lemma 6.2.9. For any nonempty finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ such that $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+}$, the subspaces $\operatorname{Ker} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ and $\operatorname{Ran} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ are independent of $\lambda \in \mathbb{C}$.

Proof. Let $\lambda \in \mathbb{C}$ and $\xi \in \operatorname{Ker} \mathcal{\vartheta}\left(\lambda, \widehat{\mathcal{I}}_{\mathbb{Z}}\right)$ be fixed and put $z_{k}:=\Theta_{k}(\lambda) \xi$ for all $k \in \widehat{\mathcal{I}}_{\mathbb{Z}}^{+}$. Then obviously $z \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$ solves system $\left(\delta_{\lambda}\right)$ on $\overline{\mathcal{I}}_{\mathbb{Z}}$, i.e., $\mathscr{L}(z)=\lambda \psi z$ on $\overline{\mathcal{I}}_{\mathbb{Z}}$, while satisfying the initial condition $z_{k_{0}}=\xi$. Simultaneously, the sequence $z$ solves also system ( $\ell_{v}$ ) on $\overline{\mathcal{I}}_{\bar{z}}$ for any $v \in \mathbb{C}$, i.e., $\mathscr{L}(z)=v \psi z$ on $\widehat{\mathcal{I}}_{\mathbb{Z}}$, because the positive semidefiniteness of the elements in the sum on the right-hand side of (6.31) implies $\psi_{k} z_{k}=\psi_{k} \Theta_{k}(\lambda) \xi=0$ for all $k \in \overline{\mathcal{I}}_{\mathbb{Z}}$. Hence $z_{k}=\Theta_{k}(v) \zeta$ for all $k \in \overline{\mathcal{I}}_{z}^{+}$and some $\zeta \in \mathbb{C}^{2 n}$. Since $\xi=z_{k_{0}}=\Theta_{k_{0}}(v) \zeta=\zeta$, it holds $z=\Theta(\lambda) \xi=\Theta(v) \xi$ on the discrete interval $\overline{\mathcal{I}}_{\mathbb{z}}^{+}$, which implies

$$
0=\xi^{*} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right) \xi=\sum_{k \in \overline{\mathcal{I}}} z_{k}^{*} \psi_{k} z_{k}=\xi^{*} \vartheta\left(v, \widehat{\mathcal{I}}_{\mathbb{Z}}\right) \xi .
$$

Therefore, $\operatorname{Ker} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\bar{z}}\right) \subseteq \operatorname{Ker} \vartheta\left(v, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ and by reversing the roles of the numbers $\lambda$ and $v$ we obtain $\operatorname{Ker} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)=\operatorname{Ker} \vartheta\left(v, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ for all $\lambda, v \in \mathbb{C}$. The independence of $\operatorname{Ran} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ on $\lambda \in \mathbb{C}$ follows from the previous part and the fact that, as defined in (6.31), the matrix $\vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ is Hermitian, which yields $\operatorname{Ran} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)=\operatorname{Ker} \vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{z}}\right)^{\perp}$ by (1.6).

The latter statement justifies the suppression of the parameter $\lambda$ in the notation of the kernel, range, and rank of $\mathcal{\vartheta}\left(\lambda, \widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$ for any nonempty finite discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+}$, i.e., henceforward we write only $\operatorname{Ker} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$, $\operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$, and $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$. In the following theorem we show that there exists a nonempty finite discrete interval $\widehat{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$, which maximizes the value of rank $\vartheta(\cdot)$.
Lemma 6.2.10. There exists a nonempty finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+}$such that for any finite discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ satisfying $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ we have

$$
\begin{equation*}
\operatorname{rank} \vartheta\left(\widetilde{\mathcal{I}}_{\mathrm{Z}}\right)=\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathrm{Z}}\right), \quad \operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{\mathrm{Z}}\right)=\operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{\mathrm{Z}}\right) . \tag{6.32}
\end{equation*}
$$

Proof. If the discrete interval $\mathcal{I}_{\bar{z}}$ is finite, the statement is trivial. Hence, let us consider the case $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{z}}$. For finite discrete intervals $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ and $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ such that $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}}^{+} \subset[0, \infty)_{\mathbb{Z}}$, we see that $\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{z}}\right) \subseteq \operatorname{Ker} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{z}}\right)$ by the definition of $\vartheta(\cdot)$ in (6.31). Then, given that the matrix $\vartheta(\cdot)$ is Hermitian for any finite discrete interval, we see that

$$
\operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{Z}\right) \stackrel{(1.6)}{=}\left[\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{z}\right)\right]^{\perp} \subseteq\left[\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{z}\right)\right] \stackrel{\perp}{\stackrel{(1.6)}{=}} \operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{z}\right),
$$

and consequently $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right) \leq \operatorname{rank} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$ by (1.1), i.e., the value of $\operatorname{rank} \vartheta(\cdot)$ does not decrease when we extend the interval. Since at the same time $\operatorname{rank} \vartheta(\cdot) \leq 2 n$, there must be a finite discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ such that $\operatorname{rank} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)=\operatorname{rank} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$, and thus also $\operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{\bar{z}}\right)=\operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{\bar{z}}\right)$, for all finite discrete intervals $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ containing $\widetilde{\mathcal{I}}_{\mathbb{z}}$.

Finally, we describe a connection between the definiteness of system $\left(\delta_{\lambda}\right)$ and the matrix $\mathcal{\vartheta}\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ for a finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$.
Theorem 6.2.11. For a nonempty finite discrete interval $\overline{\mathcal{I}}_{\bar{z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $k_{0} \in \overline{\mathcal{I}}_{\mathbb{Z}}^{+}$and for $\vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{z}}\right)$ being defined as in (6.31) the following statements are equivalent.
(i) It holds $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{z}\right)=2 n$.
(ii) It holds $\operatorname{Ker} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)=\{0\}$.
(iii) For some $\lambda \in \mathbb{C}$, every nontrivial solution $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ of system $\left(\delta_{\lambda}\right)$ satisfies $\sum_{k \in \mathcal{I}} \bar{z}_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda)>0$.
(iv) For some $\lambda \in \mathbb{C}$, a solution $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ ofsystem $\left(\mathcal{\delta}_{\lambda}\right)$ is necessarily trivial, i.e. $z_{k}(\lambda)=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$, when $\sum_{k \in \mathcal{I}} \bar{z}_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda)=0$.

Proof. The equivalence of (i) and (ii) is clear, while the equivalence of (iii) and (iv) follows from Remark 6.2.2 and Lemma 6.2.3. Hence it remains to show that the statements in (ii) and (iii) are equivalent.

Let us assume that (ii) is true and $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ be an arbitrary nontrivial solution of system $\left(\delta_{\lambda}\right)$ for some $\lambda \in \mathbb{C}$, i.e., $z_{k}(\lambda)=\Theta_{k}(\lambda) \xi$ for some $\xi \in \mathbb{C}^{2 n} \backslash\{0\}$ and all $k \in \mathcal{I}_{Z}^{+}$. Since $\vartheta\left(\lambda, \widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$ is positive definite and $\xi \neq 0$, we obtain

$$
0<\xi^{*} \vartheta\left(\lambda, \overline{\mathcal{I}}_{z}\right) \xi=\sum_{k \in \overline{\mathcal{I}}} \xi^{*} \Theta_{k}^{*}(\lambda) \psi_{k} \Theta_{k}(\lambda) \xi=\sum_{k \in \overline{\mathcal{I}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda),
$$

i.e., (iii) holds. Conversely, assume that the statement in (iii) is true. Let $\xi \in \mathbb{C}^{2 n} \backslash\{0\}$ be fixed and put $z_{k}(\lambda):=\Theta_{k}(\lambda) \xi$ for all $k \in \mathcal{I}_{Z}^{+}$. Then $z(\lambda) \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n}$ is a nontrivial solution of system ( $\xi_{\lambda}$ ) and, by (iii),

$$
\xi^{*} \mathcal{V}\left(\lambda, \widehat{\mathcal{I}}_{Z}\right) \xi=\sum_{k \in \overline{\mathcal{I}}} z_{k}^{*}(\lambda) \psi_{k} z_{k}(\lambda)>0,
$$

i.e., we have $\vartheta\left(\lambda, \widehat{\mathcal{I}}_{z}\right) \xi \neq 0$. Since the vector $\xi$ was chosen arbitrarily, we conclude that $\operatorname{Ker} \vartheta\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)=\{0\}$, i.e., (ii) is satisfied, which completes the proof.

As an immediate consequence of Lemma 6.2.6 and Theorem 6.2.11 we get the following corollary; cf. [116, Definition 2.14].
Corollary 6.2.12. System ( $\delta_{\lambda}$ ) is definite on $\mathcal{I}_{\bar{z}}$ if and only if, for some nonempty finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$, one of the conditions listed in Theorem 6.2.11 is satisfied.

### 6.3 Nonhomogeneous problem

Now we take the nonhomogeneous problem into consideration and extend the results of [A4, Section 5] to the case of general linear dependence on $\lambda$. For this purpose we naturally consider only the case $\mathcal{I}_{\bar{Z}}=[0, \infty)_{\mathbb{Z}}$ and we start this section by restating some fundamental results from the Weyl-Titchmarsh theory for system $\left(\delta_{\lambda}\right)$, which are related to the present study of system ( $\delta_{\lambda}^{f}$ ). As discussed at the beginning of this chapter, see (6.3), these results can be easily derived from Chapter 2 by appropriate changes in the definition of the semi-inner product and its weight matrix.

Throughout this section we assume that system $\left(\delta_{\lambda}\right)$ is definite on $[0, \infty)_{\mathbb{Z}}$ and "fix" the fundamental matrix $\Theta(\lambda) \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n \times 2 n}$ by the initial condition $\Theta_{0}(\lambda)=\left(\alpha^{*},-\partial \alpha^{*}\right)$ for a given $\alpha \in \Gamma$, see (2.19) and (2.21). Since $\alpha \in \Gamma$, this fundamental matrix satisfies equality (6.15) with $s=0$, and thus all the relations in (6.16) hold. We also denote by $\mathscr{Z}(\lambda), \widetilde{\mathscr{L}}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ the two components of the fundamental matrix, i.e., we put $\Theta(\lambda):=(\mathscr{L}(\lambda), \widetilde{Z}(\lambda))$. If $\lambda \in \mathbb{C} \backslash \mathbb{R}$, then the associated Weyl disks are defined in the same way as in Definition 2.3.1 with the $\mathcal{E}(M)$-function replaced by $\mathscr{E}(M):=i \delta(\lambda) \mathscr{X}^{*}(\lambda) \mathcal{J} \mathscr{X}(\lambda)$, where $M \in \mathbb{C}^{n \times n}$ and

$$
\begin{equation*}
\mathscr{X}_{k}(\lambda):=\Theta_{k}(\lambda, \alpha)\left(I, M^{*}\right)^{*}, \quad k \in[0, \infty)_{\mathbb{Z}}, \tag{6.33}
\end{equation*}
$$

represents the Weyl solution of system ( $\delta_{\lambda}$ ); cf. identity (2.32) and Definition 2.2.1. Since system $\left(\delta_{\lambda}\right)$ is assumed to be definite on the discrete interval $[0, \infty)_{\mathbb{Z}}$, the limiting Weyl disk exists and it is a closed, convex, and nonempty subset of $\mathbb{C}^{n \times n}$; cf. Definition 2.3.10 and Remark 6.2.7. Hence the columns of the Weyl solution $\mathscr{X}(\lambda)$ defined through any matrix $M$ from the limiting Weyl disk are linearly independent square summable solutions of system $\left(\xi_{\lambda}\right)$, i.e., they belong to $\ell_{\psi}^{2}$; cf. Theorem 2.4.1. Consequently we adopt the terminology from Definition 2.4.2, i.e., system $\left(\delta_{\lambda}\right)$ is said to be in the limit point case and in the limit circle case if it possesses $n$ and $2 n$ linearly independent solutions in $\ell_{\psi^{\prime}}^{2}$ respectively. Finally, by $M_{+}(\lambda)$ we denote the half-line Weyl-Titchmarsh $M(\lambda)$-function, which is defined in accordance with Remark 2.3.17(i) and satisfies

$$
\begin{equation*}
M_{+}^{*}(\lambda)=M_{+}(\bar{\lambda}) \quad \text { for all } \lambda \in \mathbb{C} \backslash \mathbb{R} . \tag{6.34}
\end{equation*}
$$

Moreover, if $\lambda, v \in \mathbb{C} \backslash \mathbb{R}$ and systems $\left(\delta_{\lambda}\right)$ and $\left(\delta_{v}\right)$, are both in the limit point or in the limit circle case, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathscr{X}_{k}^{+*}(\lambda) \mathcal{J} \mathscr{X}_{k}^{+}(v)=0, \tag{6.35}
\end{equation*}
$$

where $\mathscr{X}^{+}(\lambda), \mathscr{X}^{+}(v) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times n}$ represent the Weyl solutions of systems $\left(\delta_{\lambda}\right)$ and $\left(\delta_{v}\right)$ defined by (6.33) through the matrices $M_{+}(\lambda)$ and $M_{+}(v)$, respectively; cf. Theorem 2.4.12. For simplicity, we put $\mathscr{X}_{k}^{+*}(\lambda):=\left[\mathscr{X}_{k}^{+}(\lambda)\right]^{*}$. The next result shows a useful relation between the Weyl solution $\mathscr{X}^{+}(\lambda)$ and $\overline{\mathscr{L}}(\lambda)$.

Lemma 6.3.1. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and system ( $\delta_{\lambda}$ ) be definite on $[0, \infty)_{\mathbb{Z}}$. Then

$$
\begin{equation*}
\mathscr{X}_{k}^{+}(\lambda) \widetilde{\mathscr{Z}}_{k}^{*}(\bar{\lambda})-\widetilde{\mathscr{Z}}_{k}(\lambda) \mathscr{X}_{k}^{+*}(\bar{\lambda})=\mathcal{J} \text { for all } k \in[0, \infty)_{\mathbb{Z}} . \tag{6.36}
\end{equation*}
$$

Proof. Identity (6.36) then follows by a direct calculation from the definition of $\mathscr{X}^{+}(\cdot)$, the third identity in (6.16), and equality (6.34).

For $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and $k, s \in[0, \infty)_{\mathbb{Z}}$ we introduce the Green function

$$
G_{k, s}(\lambda):= \begin{cases}\widetilde{\mathscr{Z}}_{k}(\lambda) \mathscr{X}_{s}^{+*}(\bar{\lambda}), & k \in[0, s]_{\mathbb{Z}}  \tag{6.37}\\ \mathscr{X}_{k}^{+}(\lambda) \widetilde{\mathscr{S}}_{s}^{*}(\bar{\lambda}), & k \in[s+1, \infty)_{\mathbb{Z}},\end{cases}
$$

which can be equivalently expressed as

$$
G_{k, s}(\lambda)= \begin{cases}\mathscr{X}_{k}^{+}(\lambda) \widetilde{\mathscr{Z}}_{s}^{*}(\bar{\lambda}), & s \in[0, k-1]_{\mathbb{z}},  \tag{6.38}\\ \widetilde{\mathscr{Z}}_{k}(\lambda) \mathscr{X}_{s}^{+*}(\bar{\lambda}), & s \in[k, \infty)_{\mathbb{z}} .\end{cases}
$$

Let us note that in the literature we also find the terminology resolvent kernel for an analogous function in the continuous time case, see e.g. [107, page 15].

In the following lemma, we establish some fundamental properties of the Green function. We note that the given identities are presented in a more symmetric form, with respect to the variables $k$ and $s$, than the corresponding identities for the Green function in the case of the system $\left(\mathcal{S}_{\lambda}\right)$ with the special linear dependence on the spectral parameter given in [A4, Lemma 5.1].
Lemma 6.3.2. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}$, and system $\left(\delta_{\lambda}\right)$ be definite on $[0, \infty)_{\mathbb{z}}$. Then the Green function $G(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n \times 2 n}$ possesses the following properties:
(i) $G_{k, s}^{*}(\lambda)=G_{s, k}(\bar{\lambda})$ for all $k, s \in[0, \infty)_{\mathbb{Z}}$ such that $k \neq s$;
(ii) $G_{k, k}^{*}(\lambda)=G_{k, k}(\bar{\lambda})+\mathcal{J}$ for all $k \in[0, \infty)_{\mathbb{z}}$;
(iii) for any given $s \in[0, \infty)_{Z}$ the function $G . s(\lambda)$ satisfies the homogeneous system ( $f_{\lambda}$ ) for all $k \in[0, \infty)_{\mathbb{Z}}$ such that $k \neq s$, i.e., $G_{k, s}(\lambda)=\mathbb{S}_{k}(\lambda) G_{k+1, s}(\lambda)$ on the set

$$
\left\{\{k, s\} \in[0, \infty)_{\mathbb{Z}} \times[0, \infty)_{\mathbb{Z}} \mid k \neq s\right\} ;
$$

(iv) $G_{k, k}(\lambda)=\mathbb{S}_{k}(\lambda) G_{k+1, k}(\lambda)-\mathcal{I}$ for every $k \in[0, \infty)_{\mathbb{Z}}$;
(v) the columns of $G_{., s}(\lambda)$ belong to $\ell_{\psi}^{2}$ for every $s \in[0, \infty)_{\mathbb{Z}}$ and the columns of $G_{k}$. $(\lambda)$ belong to $\ell_{\psi}^{2}$ for every $k \in[0, \infty)_{\mathbb{z}}$.

Proof. The first property follows directly from the definition of $G_{k, s}(\lambda)$ given in (6.37). The second property can be obtained from (6.37) by means of identity (6.36). For the proof of the third property we distinguish two cases for the calculation of the value of $G_{k, s}(\lambda)-S_{k}(\lambda) G_{k+1, s}(\lambda)$ and use the fact that $\mathscr{X}^{+}(\lambda)$ and $\widetilde{\mathscr{L}}(\lambda)$ solve system ( $\left.\delta_{\lambda}\right)$, i.e.,

$$
G_{k, s}(\lambda)-S_{k}(\lambda) G_{k+1, s}(\lambda)=\left\{\begin{array}{l}
{\left[\mathscr{X}_{k}^{+}(\lambda)-\mathbb{S}_{k}(\lambda) \mathscr{X}_{k+1}^{+}(\lambda)\right] \widetilde{\mathscr{L}}_{s}^{*}(\bar{\lambda})=0 \quad \text { when } \quad s<k<k+1,} \\
{\left[\widetilde{\mathscr{L}}_{k}(\lambda)-\mathbb{S}_{k}(\lambda) \widetilde{\mathscr{L}}_{k+1}(\lambda)\right] \mathscr{X}_{s}^{+*}(\bar{\lambda})=0 \quad \text { when } \quad s \geq k+1>k .}
\end{array}\right.
$$

Property (iv) can be proven by using the definition of $G(\lambda)$ in (6.37) together with identities (6.34) and (6.16). Finally, the columns of $G_{., s}(\lambda)$ belong to $\ell_{\psi}^{2}$ for every $s \in[0, \infty)_{z}$
$\qquad$
by the definition of the Green function and the square summability of the Weyl solution $X^{+}(\lambda)$, because

$$
\begin{aligned}
\left\|G_{, s}(\lambda) e_{j}\right\|_{\psi}^{2}= & e_{j}^{*} \mathscr{X}_{s}^{+}(\bar{\lambda})\left(\sum_{k=0}^{s} \widetilde{\mathscr{Z}}_{k}^{*}(\lambda) \psi_{k} \widetilde{\mathscr{Z}}_{k}(\lambda)\right) \mathscr{X}_{s}^{+*}(\bar{\lambda}) e_{j} \\
& +e_{j}^{*} \widetilde{\mathscr{Z}}_{s}(\bar{\lambda})\left(\sum_{k=s+1}^{\infty} \mathscr{X}_{k}^{*+}(\lambda) \psi_{k} \mathscr{X}_{k}^{+}(\lambda)\right) \widetilde{\mathscr{Z}}_{s}^{*}(\bar{\lambda}) e_{j}<\infty,
\end{aligned}
$$

while the columns of $G_{k_{;}}^{*}(\lambda)$ are in $\ell_{\psi}^{2}$ for every $k \in[0, \infty)_{\mathbb{Z}}$ by the similar calculation and the equivalent expression given in (6.38).

Let us associate with system $\left(\delta_{\lambda}^{f}\right)$ the sequence $\approx(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$, where

$$
\begin{equation*}
\approx_{k}(\lambda):=\sum_{s=0}^{\infty} G_{k, s}(\lambda) \psi_{s} f_{s}, \quad k \in[0, \infty)_{\mathbb{Z}} . \tag{6.39}
\end{equation*}
$$

By (6.38), it can be written as

$$
\begin{equation*}
\varkappa_{k}(\lambda)=\mathscr{X}_{k}^{+}(\lambda) \sum_{s=0}^{k-1} \widetilde{\mathscr{Z}}_{s}^{*}(\bar{\lambda}) \psi_{s} f_{s}+\widetilde{\mathscr{L}}_{k}(\lambda) \sum_{s=k}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}, \tag{6.40}
\end{equation*}
$$

which shows that $\nsim(\lambda)$ is well defined for all $f \in \ell_{\psi}^{2}$ by the Cauchy-Schwarz inequality, because the columns of $\mathscr{X}^{+}(\bar{\lambda})$ are square summable, see also Lemma 6.3.2(v). Similarly as in [A4, Theorem 5.2] we show that the above defined function $\approx(\lambda)$ represents a square summable solution of system $\left(g_{\lambda}^{f}\right)$ with $f \in \ell_{\psi}^{2}$.
Theorem 6.3.3. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, f \in \ell_{\psi}^{2}$, and system $\left(\delta_{\lambda}\right)$ be definite on $[0, \infty)_{\mathbb{Z}}$. The sequence $\approx(\lambda)$ defined in (6.39) solves system $\left(\delta_{\lambda}^{f}\right)$ on $[0, \infty)_{\mathbb{Z}}$, satisfies the initial condition $\alpha \approx_{0}(\lambda)=0$, is square summable, i.e., $\approx(\lambda) \in \ell_{\psi^{\prime}}^{2}$, and it holds

$$
\begin{equation*}
\|\check{ }\|(\lambda)\left\|_{\psi} \leq \frac{1}{|\operatorname{im}(\lambda)|}\right\| f \|_{\psi} . \tag{6.41}
\end{equation*}
$$

In addition, if system ( $s_{\lambda}$ ) is in the limit point or limit circle case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$, then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathscr{X}_{k}^{+*}(v) \mathcal{J}_{k}(\lambda)=0 \quad \text { for every } v \in \mathbb{C} \backslash \mathbb{R} . \tag{6.42}
\end{equation*}
$$

Proof. The form of $\varkappa_{k}(\lambda)$ given in (6.40) together with the similar expression of $\varkappa_{k+1}(\lambda)$, the fact that $\mathscr{X}^{+}(\lambda)$ and $\widetilde{\mathscr{L}}(\lambda)$ solve system ( $\mathcal{\delta}_{\lambda}$ ), and identity (6.36) yield

$$
\begin{aligned}
\varkappa_{k}(\lambda)-\mathscr{S}_{k}(\lambda) \varkappa_{k+1}(\lambda)= & \mathscr{X}_{k}^{+}(\lambda) \sum_{s=0}^{k-1} \widetilde{\mathscr{L}}_{s}^{*}(\bar{\lambda}) \psi_{s} f_{s}+\widetilde{\mathscr{L}}_{k}(\lambda) \sum_{s=k}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s} \\
& -S_{k}(\lambda) \mathscr{X}_{k+1}^{+}(\lambda) \sum_{s=0}^{k} \widetilde{\mathscr{Z}}_{s}^{*}(\bar{\lambda}) \psi_{s} f_{s}-\mathbb{S}_{k}(\lambda) \widetilde{\mathscr{L}}_{k+1}(\lambda) \sum_{s=k+1}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s} \\
= & -\left[\mathscr{X}_{k}^{+}(\lambda) \widetilde{\mathscr{L}}_{k}^{*}(\bar{\lambda})-\widetilde{\mathscr{L}}_{k}(\lambda) \mathscr{X}_{k}^{+*}(\bar{\lambda})\right] \psi_{k} f_{k}=-\mathcal{J} \psi_{k} f_{k}
\end{aligned}
$$

i.e., the sequence $\succsim(\lambda)$ solves system $\left(\delta_{\lambda}^{f}\right)$.

The fulfillment of the boundary condition follows by the simple calculation

$$
\alpha \check{Z}_{0}(\lambda)=\alpha \widetilde{Z}_{0}(\lambda) \sum_{s=0}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}=-\alpha \partial \alpha^{*} \sum_{s=0}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}=0,
$$

because $\widetilde{Z}_{0}(\lambda)=-\mathcal{J} \alpha^{*}$ and $\alpha \in \Gamma$.
Next, we prove the estimate in (6.41) which together with the assumption $f \in \ell_{\psi}^{2}$ will imply that $\approx(\lambda) \in \ell_{\psi}^{2}$. For every $r \in[0, \infty)_{\mathbb{Z}}$ we define the function

$$
f_{k}^{[r]}:= \begin{cases}f_{k}, & k \in[0, r]_{\mathbb{Z}}, \\ 0, & k \in[r+1, \infty)_{\mathbb{Z}},\end{cases}
$$

and the function

$$
\begin{equation*}
z_{k}^{[r]}(\lambda):=\sum_{s=0}^{\infty} G_{k, s}(\lambda) \psi_{s} f_{s}^{[r]}=\sum_{s=0}^{r} G_{k, s}(\lambda) \psi_{s} f_{s} . \tag{6.43}
\end{equation*}
$$

Then $\succsim^{[r]}(\lambda)$ solves system $\left(\delta_{\lambda}^{f}\right)$ with $f$ replaced by $f^{[r]}$. Applying the extended Lagrange identity from Theorem 6.1.3, we obtain

$$
\begin{align*}
& +\sum_{k=0}^{\infty} f_{k}^{[r] *} \psi_{k} \hbar_{k}^{[r]}(\lambda)-\sum_{k=0}^{\infty} z_{k}^{[[]]^{*}}(\lambda) \psi_{k} f_{k}^{[r]} . \tag{6.44}
\end{align*}
$$

Since $\widetilde{\mathscr{L}}_{0}(\lambda)=-\partial \alpha^{*}$ and $\alpha \in \Gamma$, we see that

$$
\begin{equation*}
\approx_{0}^{[r] *}(\lambda) \mathcal{J} \approx_{0}^{[]]}(\lambda)=\left(\sum_{s=0}^{r} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}\right)^{*} \widetilde{\mathscr{Z}}_{0}^{*}(\lambda) \mathcal{J} \widetilde{\mathscr{L}}_{0}(\lambda)\left(\sum_{s=0}^{r} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}\right)=0 . \tag{6.45}
\end{equation*}
$$

For every $k \in[r+1, \infty)_{\mathbb{Z}}$ we can also write

$$
\begin{equation*}
\dot{z}_{k}^{[r]}(\lambda)=\mathscr{X}_{k}^{+}(\lambda) g_{r}(\lambda), \quad \text { where } g_{r}(\lambda):=\sum_{s=0}^{r} \widetilde{\mathscr{Z}}_{s}^{*}(\bar{\lambda}) \psi_{s} f_{s} \tag{6.46}
\end{equation*}
$$

which, together with the fact that $M_{+}(\lambda)$ belongs to the limiting Weyl disk, yields

$$
\begin{align*}
\frac{1}{\bar{\lambda}-\lambda} \lim _{k \rightarrow \infty}{\underset{\hbar}{k+1}}_{[r]^{*}}(\lambda) \mathcal{J}{\underset{\hbar}{k+1}}_{[r]}(\lambda) & =\frac{i \delta(\lambda)}{2|\operatorname{im}(\lambda)|} g_{r}^{*}(\lambda)\left(\lim _{k \rightarrow \infty} \mathscr{X}_{k+1}^{+*}(\lambda) \mathcal{J} \mathscr{X}_{k+1}^{+}(\lambda)\right) g_{r}(\lambda) \\
& =\frac{1}{2|\operatorname{im}(\lambda)|} g_{r}^{*}(\lambda)\left(\lim _{k \rightarrow \infty} \mathscr{E}_{k+1}\left(M_{+}(\lambda)\right)\right) g_{r}(\lambda) \leq 0 . \tag{6.47}
\end{align*}
$$

By using identities (6.44), (6.45), and (6.47), the assumption $\lambda \neq \bar{\lambda}$, the Hermitian property of $\psi_{k}$, and the Cauchy-Schwarz inequality we get

$$
\begin{aligned}
\left\|\varkappa^{[r]}(\lambda)\right\|_{\psi}^{2}=\sum_{k=0}^{\infty} \hbar_{k}^{[r] *}(\lambda) \psi_{k} \hbar_{k}^{[r]}(\lambda) & \leq \frac{1}{2 i \operatorname{im}(\lambda)}\left(\sum_{k=0}^{r} f_{k}^{[r] *} \psi_{k} \hbar_{k}^{[r]}(\lambda)-\sum_{k=0}^{r} \hbar_{k}^{[r] *}(\lambda) \psi_{k} f_{k}^{[r]}\right) \\
& \leq \frac{1}{|\operatorname{im}(\lambda)|}\left|\sum_{k=0}^{r} \hbar_{k}^{[r] *}(\lambda) \psi_{k} f_{k}^{[r]}\right| \\
& \leq \frac{1}{|\operatorname{im}(\lambda)|}\left(\sum_{k=0}^{r} \hbar_{k}^{[r] *}(\lambda) \psi_{k} \hbar_{k}^{[r]}(\lambda)\right)^{1 / 2}\left(\sum_{k=0}^{r} f_{k}^{[r] *} \psi_{k} f_{k}^{[r]}\right)^{1 / 2} \\
& \leq \frac{1}{|\operatorname{im}(\lambda)|}\left\|\hbar^{[]]}(\lambda)\right\|_{\psi} \times\left\|f^{[r]}\right\|_{\psi}
\end{aligned}
$$

$\qquad$
thereby yielding the inequality

$$
\begin{equation*}
\left\|\varkappa^{[r]}(\lambda)\right\|_{\psi} \leq \frac{1}{|\operatorname{im}(\lambda)|}\left\|f^{[r]}\right\|_{\psi} \leq \frac{1}{|\operatorname{im}(\lambda)|}\|f\|_{\psi} \tag{6.48}
\end{equation*}
$$

because $z^{[r]}(\lambda) \in \ell_{\psi}^{2}$. Upon combining identities (6.39) and (6.43) for any $k, r \in[0, \infty)_{\mathbb{Z}}$ we easily calculate

$$
z_{k}(\lambda)-z_{k}^{[r]}(\lambda)=\sum_{s=r+1}^{\infty} G_{k, s}(\lambda) \psi_{s} f_{s}
$$

Now, let $t \in[0, r]_{\mathbb{Z}}$. Then from the definition of $G(\lambda)$ given in (6.37) we obtain for every $k \in[0, t]_{\mathbb{Z}}$ that

$$
\begin{equation*}
z_{k}(\lambda)-z_{k}^{[r]}(\lambda)=\widetilde{\mathscr{Z}}_{k}(\lambda) \sum_{s=r+1}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s} \tag{6.49}
\end{equation*}
$$

Since the columns of the Weyl solution $\mathscr{X}^{+}(\bar{\lambda})$ and the function $f$ belong to $\ell_{\psi^{\prime}}^{2}$, it follows that $\sum_{s=0}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s}<\infty$ by the Cauchy-Schwarz inequality. Hence the right-hand side of (6.49) tends to zero as $r \rightarrow \infty$ for every $k \in[0, t]_{\mathbb{Z}}$, which shows that $z^{[r]}$ converges uniformly to $\approx(\lambda)$ on the interval $[0, t]_{\mathbb{Z}}$. Moreover, by (6.48), we have

$$
\sum_{k=0}^{t} \hbar_{k}^{[r] *}(\lambda) \psi_{k} z_{k}^{[r]}(\lambda) \leq\left\|\varkappa^{[r]}(\lambda)\right\|_{\psi}^{2} \leq \frac{1}{|\operatorname{im}(\lambda)|^{2}}\|f\|_{\psi^{\prime}}^{2}
$$

from which, as a consequence of the uniform convergence of $\hbar^{[r]}(\lambda)$ for $r \rightarrow \infty$ on $[0, t]_{\mathbb{Z}}$, we see that

$$
\begin{equation*}
\sum_{k=0}^{t} \varkappa_{k}^{*}(\lambda) \psi_{k} \varkappa_{k}(\lambda) \leq \frac{1}{|\operatorname{im}(\lambda)|^{2}}\|f\|_{\psi}^{2} \tag{6.50}
\end{equation*}
$$

As identity (6.50) is satisfied for any $t \in[0, \infty)_{\mathbb{Z}}$, the desired estimate in (6.41) follows.
Finally, to establish the existence of the limit in (6.42), assume that system $\left(\delta_{\lambda}\right)$ is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$ and $v \in \mathbb{C} \backslash \mathbb{R}$ is arbitrary. From the extended Lagrange identity in Theorem 6.1.3, for any $k, r \in[0, \infty)_{\mathbb{Z}}$, we obtain

$$
\begin{equation*}
\left[\mathscr{X}_{j}^{+*}(v) \mathcal{J} \varkappa_{j}^{[r]}(\lambda)\right]_{0}^{k+1}=(\bar{v}-\lambda) \sum_{j=0}^{k} \mathscr{X}_{j}^{+*}(v) \psi_{j} \varkappa_{j}^{[r]}(\lambda)-\sum_{j=0}^{k} \mathscr{X}_{j}^{+*}(v) \psi_{j} f_{j}^{[r]}(\lambda) \tag{6.51}
\end{equation*}
$$

If $r \in[0, \infty)_{\mathbb{Z}}$ and $k \in[r+1, \infty)_{\mathbb{Z}}$, then identities (6.35) and (6.46) imply

$$
\lim _{k \rightarrow \infty} \mathscr{X}_{k+1}^{+*}(v) \mathcal{J} \mathscr{z}_{k+1}^{[r]}(\lambda) \stackrel{(6.46)}{=} \lim _{k \rightarrow \infty} \mathscr{X}_{k+1}^{+*}(v) \mathcal{J} \mathscr{X}_{k+1}^{+}(\lambda) g_{r}(\lambda) \stackrel{(6.35)}{=} 0
$$

Hence upon taking in (6.51) the limit for $k \rightarrow \infty$ we get

$$
\begin{equation*}
\mathscr{X}_{0}^{+*}(v) \mathscr{J} \approx_{0}^{[r]}(\lambda)=(\lambda-\bar{v}) \sum_{j=0}^{\infty} \mathscr{X}_{j}^{+*}(v) \psi_{j} \varkappa_{j}^{[r]}(\lambda)+\sum_{j=0}^{\infty} \mathscr{X}_{j}^{+*}(v) \psi_{j} f_{j}^{[r]}(\lambda) \tag{6.52}
\end{equation*}
$$

Since, by the previous part, $z^{[r]}(\lambda)$ converges uniformly on finite subintervals of $[0, \infty)_{\mathbb{Z}}$ to $\hbar(\lambda)$ as $r \rightarrow \infty$, identity (6.52) yields

$$
\begin{equation*}
\mathscr{X}_{0}^{+*}(v) \mathcal{J}_{0}(\lambda)=(\lambda-\bar{v}) \sum_{j=0}^{\infty} \mathscr{X}_{j}^{+*}(v) \psi_{j} \varkappa_{j}(\lambda)+\sum_{j=0}^{\infty} \mathscr{X}_{j}^{+*}(v) \psi_{j} f_{j}(\lambda) . \tag{6.53}
\end{equation*}
$$

Simultaneously, as in (6.51), we obtain from (6.11) for every $k \in[0, \infty)_{\mathbb{Z}}$ that

$$
\begin{equation*}
\left[\mathscr{X}_{j}^{+*}(v) \mathscr{\mathscr { ~ }}_{j}(\lambda)\right]_{0}^{k+1}=(\bar{v}-\lambda) \sum_{j=0}^{k} \mathscr{X}_{j}^{+*}(v) \psi_{j} \varkappa_{j}(\lambda)-\sum_{j=0}^{k} \mathscr{X}_{j}^{+*}(v) \psi_{j} f_{j}(\lambda) . \tag{6.54}
\end{equation*}
$$

Hence by letting $k \rightarrow \infty$ in (6.54) and using equality (6.53) the limit in (6.42) is established.
An argument, similar to that given above, can be used also in the limit circle case to show the existence of the limit in (6.42), because all solutions of system $\left(\delta_{\lambda}\right)$ are square summable in that case. However, an alternative and more direct method of the proof is available. It utilizes the fact that $\widetilde{\mathscr{L}}(\bar{\lambda}) \in \ell_{\psi}^{2}$ in the limit circle case, which is not true in the limit point case, q.v. the proof of Theorem 2.4.3. More specifically, by (6.40) we have for every $k \in[0, \infty)_{z}$ that

$$
\begin{equation*}
\mathscr{X}_{k}^{+*}(v) \mathscr{J} \varkappa_{k}(\lambda)=\mathscr{X}_{k}^{+*}(v) \mathscr{J} \mathscr{X}_{k}^{+}(\lambda) \sum_{s=0}^{k-1} \widetilde{\mathscr{X}}_{s}^{*}(\bar{\lambda}) \psi_{s} f_{s}+\mathscr{X}_{k}^{+*}(v) \mathcal{J} \widetilde{\mathscr{Z}}_{k}(\lambda) \sum_{s=k}^{\infty} \mathscr{X}_{s}^{+*}(\bar{\lambda}) \psi_{s} f_{s} . \tag{6.55}
\end{equation*}
$$

The limit in (6.42) follows by the fact that both the terms on the right-hand side of (6.55) tend to zero as $k \rightarrow \infty$. Indeed, the zero limit of the first term is a consequence of the relation in (6.35) together with the convergence of the sum for $k \rightarrow \infty$, which we get by the Cauchy-Schwarz inequality. The second term tends to zero because $\mathscr{X}^{+*}(v) \mathcal{J} \mathscr{L}(\lambda)$ is bounded by equality (6.11) and the sum converges to zero as $k \rightarrow \infty$.

In the last result of this section, we extend [A4, Corollary 5.3] to the case of general linear dependence on the spectral parameter.
Corollary 6.3.4. Let $\alpha \in \Gamma, \lambda \in \mathbb{C} \backslash \mathbb{R}, f \in \ell_{\psi^{\prime}}^{2}$ and $\xi \in \mathbb{C}^{n}$. Assume that system ( $\delta_{\lambda}$ ) is definite on the discrete interval $[0, \infty)_{\mathbb{Z}}$, and define

$$
\begin{equation*}
\hat{\varkappa}_{k}(\lambda):=\mathscr{X}_{k}^{+}(\lambda) \xi+\varkappa_{k}(\lambda), \quad k \in[0, \infty)_{\mathbb{Z}}, \tag{6.56}
\end{equation*}
$$

where $z_{k}(\lambda)$ is given in (6.39). Then the sequence $\hat{\approx}(\lambda) \in \mathbb{C}\left([0, \infty)_{z}\right)^{2 n}$ represents a square summable solution of system $\left(\delta_{\lambda}^{f}\right)$ satisfying the initial condition $\alpha \hat{\kappa}_{0}(\lambda)=\xi$ and

$$
\begin{equation*}
\|\hat{九}(\lambda)\|_{\psi} \leq \frac{1}{|\operatorname{im}(\lambda)|}\|f\|_{\psi}+\left\|\mathscr{X}^{+}(\lambda) \xi\right\|_{\psi} . \tag{6.57}
\end{equation*}
$$

If system $\left(\delta_{\lambda}\right)$ is in the limit point or in the limit circle case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathscr{X}_{k}^{+*}(v) \mathcal{f} \hat{\hbar}_{k}(\lambda)=0 \quad \text { for every } v \in \mathbb{C} \backslash \mathbb{R} . \tag{6.58}
\end{equation*}
$$

Moreover, in the limit point case the sequence $\hat{\sim}(\lambda)$ is the unique square summable solution of system $\left(\delta_{\lambda}^{f}\right)$ satisfying $\alpha \hat{\kappa}_{0}(\lambda)=\xi$, while in the limit circle case $\hat{\wedge}(\lambda)$ is the unique solution of $\left(\delta_{\lambda}^{f}\right)$ being in $\ell_{\psi}^{2}$ such that $\alpha \hat{\hbar}_{0}(\lambda)=\xi$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathscr{X}_{k}^{+*}(\bar{\lambda}) \mathcal{J} \hat{\varkappa}_{k}(\lambda)=0 . \tag{6.59}
\end{equation*}
$$

Proof. Since $\mathscr{X}^{+}(\lambda) \xi$ solves system $\left(\delta_{\lambda}\right)$ and $\Theta_{0}(\lambda, \alpha)=\left(\alpha^{*},-\partial \alpha^{*}\right)$, it follows from Theorem 6.3.3 that the sequence $\hat{\kappa}(\lambda)$ solves the nonhomogeneous system $\left(s_{\lambda}^{f}\right)$ and satisfies $\alpha \hat{\kappa}_{0}(\lambda)=\alpha \mathscr{X}_{0}^{+}(\lambda) \xi=\xi$. The estimate in (6.57) follows directly from (6.56) and (6.41) by
the triangle inequality. The limit in (6.58) follows in the limit point or in the limit circle case from (6.35), (6.42), and from the calculation

$$
\lim _{k \rightarrow \infty} \mathscr{X}_{k}^{+*}(v) \mathcal{J} \hat{\varkappa}_{k}(\lambda)=\lim _{k \rightarrow \infty}\left\{\mathscr{X}_{k}^{+*}(v) \mathcal{J} \mathscr{X}_{k}^{+}(\lambda) \xi+\mathscr{X}_{k}^{+*}(v) \mathscr{J} \varkappa_{k}(\lambda)\right\}=0
$$

Finally, we prove the uniqueness of the solution in the limit point and limit circle cases. Assume that $z^{[1]}(\lambda), z^{[2]}(\lambda) \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ are two square summable solutions of system $\left(f_{\lambda}^{f}\right)$ satisfying $\alpha z_{0}^{[1]}(\lambda)=\xi=\alpha z_{0}^{[2]}(\lambda)$. Then $z_{k}(\lambda):=z_{k}^{[1]}(\lambda)-z_{k}^{[2]}(\lambda), k \in[0, \infty)_{\mathbb{Z}}$, represents a square summable solution of the homogeneous system $\left(f_{\lambda}\right)$ and it satisfies $\alpha z_{0}(\lambda)=0$. Since $z(\lambda)=\Theta(\lambda, \alpha) \zeta$ for some $\zeta \in \mathbb{C}^{2 n}$, the initial condition $\alpha z_{0}(\lambda)=0$ implies that $z_{k}(\lambda)=\widetilde{\mathscr{L}}_{k}(\lambda) \eta$ for some $\eta \in \mathbb{C}^{n}$. If system $\left(\delta_{\lambda}\right)$ is in the limit point case, we have $z(\lambda) \notin \ell_{\psi}^{2}$ for $\eta \neq 0$, because the columns of $\widetilde{\mathscr{L}}(\lambda)$ do not belong to $\ell_{\psi}^{2}$ in this case, see Theorem 2.4.3. Therefore $\eta=0$ and the uniqueness follows. On the other hand, if $\left(\delta_{\lambda}\right)$ is in the limit circle case and both $z^{[1]}(\lambda)$ and $z^{[2]}(\lambda)$ satisfy also the limit relation given in (6.59), then we obtain from the previous part and the first identity in (6.16) that
which implies the uniqueness of the solution $\hat{\kappa}(\lambda)$ also in the latter case.

### 6.4 Maximal and minimal linear relations

Finally, in this section we come to the topic of linear relations. We focus on a pair of linear relations defined in terms of the linear map, $\mathscr{L}(\cdot)$, introduced in (6.5) in association with system $\left(\ell_{\lambda}\right)$. Let us mention that similar results for linear Hamiltonian differential and difference systems can be found in $[13,116,134]$. Moreover, we remind that a short introduction to the theory of linear relations is available in the Appendix and we recommend to read this passage now if it is not familiar to the reader.

For the present treatment we need to introduce some spaces in addition to the space of square summable sequences $\ell_{\psi}^{2}$ defined in (6.9). Namely, we denote by $\tilde{\ell}_{\psi}^{2}$ the quotient space obtained by factoring out the kernel of the semi-norm $\|\cdot\|_{\psi}$, i.e.,

$$
\begin{equation*}
\tilde{\ell}_{\psi}^{2}:=\ell_{\psi}^{2} /\left\{z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n} \mid\|z\|_{\psi}=0\right\} \tag{6.60}
\end{equation*}
$$

It is easy to see that $\tilde{\ell}_{\psi}^{2}$ is a Banach space with respect to the norm generated by the quotient space $\operatorname{map} \pi(z):=\tilde{z}$ and simultaneously it is a Hilbert space with respect to the associated inner product $\langle\tilde{z}, \tilde{v}\rangle_{\psi}:=\langle z, v\rangle_{\psi}$, where $z$ and $f$ are elements of the equivalence classes $\tilde{z} \in \tilde{\ell}_{\psi}^{2}$ and $\tilde{f} \in \tilde{\ell}_{\psi}^{2}$, respectively; cf. [142, Lemma 2.5]. Henceforward, we denote by the superscript $\sim$ the corresponding equivalence class, i.e., if $z \in \ell_{\psi}^{2}$ then $\tilde{z} \in \tilde{\ell}_{\psi}^{2}$ is such that $z \in \tilde{z}$. In addition, we point out that the value of $\|z\|_{\psi}:=\sqrt{\langle z, z\rangle_{\psi}}$ for $z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ does not depend on $z_{N+1}$ in the case of $\mathcal{I}_{\mathbb{Z}}$ being a finite discrete interval, which implies that the sequences $z, v \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ such that $z_{k} \neq v_{k}$ only for $k=N+1$, belong to the same equivalence class. In addition, the product space $\tilde{\ell}_{\psi}^{2 \times 2}:=\tilde{\ell}_{\psi}^{2} \times \tilde{\ell}_{\psi}^{2}$ is also a pre-symplectic space with the associated function $[\cdot: \cdot]: \tilde{\ell}_{\psi}^{2 \times 2} \times \tilde{\ell}_{\psi}^{2 \times 2} \rightarrow \mathbb{C}$ given by

$$
\begin{equation*}
[\{\tilde{z}, \tilde{f}\}:\{\widetilde{w}, \tilde{g}\}]:=\langle\tilde{f}, \widetilde{w}\rangle_{\Psi}-\langle\tilde{z}, \tilde{g}\rangle_{\Psi} \tag{6.61}
\end{equation*}
$$

see (6.14) and the second part of the Appendix. Moreover, we define the subspace

$$
\ell_{\psi, 0}^{2}:=\left\{\begin{array}{l}
\left\{z \in \mathbb{C}_{0}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n} \cap \ell_{\psi}^{2} \mid z_{0}=0, z_{N+1}=0\right\} \quad \text { if } \mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}, N \in \mathbb{N} \cup\{0\}, \\
\left\{z \in \mathbb{C}_{0}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n} \cap \ell_{\psi}^{2} \mid z_{0}=0\right\} \quad \text { if } \mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}},
\end{array}\right.
$$

and if $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$ also

$$
\ell_{\psi, 1}^{2}:=\left\{z \in \ell_{\psi}^{2} \mid \text { there exists } K \in[0, \infty)_{\mathbb{Z}} \text { such that } \psi_{k} z_{k}=0 \text { for all } k \in[K, \infty)_{z}\right\} .
$$

Finally, the space $\tilde{\ell}_{\psi, 1}^{2}$ consists of equivalence classes similarly as $\tilde{\ell}_{\psi}^{2}$ and it is easy to see that $\tilde{\ell}_{\psi, 1}^{2}$ is a dense subspace of $\tilde{\ell}_{\psi}^{2}$.

### 6.4.1 Linear relations and definiteness

Now we can introduce the maximal linear relation $T_{\max }$ as a subspace of $\tilde{\ell}_{\psi}^{2 \times 2}$ given by

$$
\begin{equation*}
T_{\max }:=\left\{\{\tilde{z}, \tilde{f}\} \in \tilde{\ell}_{\psi}^{2 \times 2} \mid \text { there exists } \mathcal{z} \in \tilde{z} \text { such that } \mathscr{L}(z)=\psi f\right\} . \tag{6.62}
\end{equation*}
$$

Note that when $\mathscr{L}(z)=\psi f$, then $\mathscr{L}(z)=\psi g$ for any $g \in \tilde{f}$,i.e., the definition of $T_{\max }$ does not depend on the choice of the representative $g \in \tilde{f}$. Similarly, we define the pre-minimal linear relation

$$
\begin{equation*}
T_{0}:=\left\{\{\tilde{z}, \tilde{f}\} \in \tilde{\ell}_{\psi}^{2 \times 2} \mid \text { there exists } \mathcal{z} \in \tilde{z} \cap \ell_{\psi, 0}^{2} \text { such that } \mathscr{L}(z)=\psi f\right\}, \tag{6.63}
\end{equation*}
$$

which evidently satisfies $T_{0} \subseteq T_{\text {max }}$. In addition, by (A.6) we put

$$
\begin{equation*}
T_{0}-\lambda I:=\left\{\{\tilde{z}, \tilde{f}\} \in \tilde{\ell}_{\psi}^{2 \times 2} \mid \text { there exists } \mathcal{z} \in \tilde{z} \cap \ell_{\psi, 0}^{2} \text { such that } \mathscr{L}(z)=\lambda \psi \mathcal{z}+\psi f\right\} . \tag{6.64}
\end{equation*}
$$

The consideration of linear relations (instead of operators) in our current context is natural given that the weight $\psi$, being present on the right-hand side of system $\left(\delta_{\lambda}^{f}\right)$ and in the definitions of the sequence spaces associated with $T_{\max }$ and $T_{\min }$, has terms none of which are positive definite, but all of which are only positive semidefinite, see (6.7). Moreover, this fact is affirmed by the following simple example, which is analogous to that found in [116, Section 2] for system (2.5).
Example 6.4.1. Let $n=1$ and consider system ( $\delta_{0}^{f}$ ) with

$$
s_{k} \equiv\left(\begin{array}{ll}
1 & 0  \tag{6.65}\\
0 & 1
\end{array}\right), \quad \psi_{k} \equiv\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad f_{k}=\binom{f_{k}^{[1]}}{f_{k}^{[2]}}, \quad \text { and } \quad z_{k}=\binom{x_{k}}{u_{k}} .
$$

Then $\mathscr{L}(z)$ and $\left(\delta_{0}^{f}\right)$, respectively, can be written as

$$
\mathscr{L}(z)=\left(\begin{array}{rr}
0 & -1  \tag{6.66}\\
1 & 0
\end{array}\right) \Delta z \quad \text { and } \quad \Delta z=\binom{\Delta x}{\Delta u}=\binom{0}{-f^{[1]}} .
$$

Hence, for any $f \in \ell_{\psi}^{2}$, the sequence $z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2}$ with the terms

$$
z_{0}=0 \quad \text { and } \quad z_{k}=\binom{0}{-\sum_{j=0}^{k-1} f_{j}^{[11]}} \quad \text { for all } k \in \mathcal{I}_{\mathbb{Z}}^{+} \backslash\{0\}
$$

solves the nonhomogeneous system in (6.66), i.e., system ( $\delta_{0}^{f}$ ) with the coefficients specified in (6.65). Since obviously $z \in \tilde{0}$, we have $\{\tilde{0}, \tilde{f}\} \in T_{\max }$ for any $\tilde{f} \in \tilde{\ell}_{\psi}^{2}$. Thus, the multivalued part of the corresponding linear relation $T_{\max }$, i.e., mul $T_{\max }$ defined in (A.3), is nontrivial, which means that $T_{\max }$ is not a graph of a linear operator. Let us also note that a solution of system $\left(f_{0}^{f}\right)$ in (6.66) which is an element of the space $\ell_{\psi, 0}^{2}$, of necessity is such that $x_{k}=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$with the consequence that dom $T_{0}=\{\tilde{0}\}$, i.e., the set $\operatorname{dom} T_{0}$ is not dense in $\ell_{\psi}^{2}$.

The latter example illustrates yet another interesting situation: for any $c \in \mathbb{C}$ the sequence $z_{k}(\lambda) \equiv(0, c)^{\top} \in \tilde{0}$ represents a solution of the nonhomogeneous system in (6.66) with $f \in \tilde{0}$, i.e., $f_{k}^{[1]} \equiv 0$. It means that for the pair $\{\tilde{0}, \tilde{0}\}$ there exists infinitely many representatives $\mathcal{z} \in \tilde{0}$ such that $\mathscr{L}(\mathcal{z})=\psi f=0$ and, at the same time, it implies that system $\left(f_{\lambda}\right)$ with the coefficients given in (6.65) is not definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ by Lemma 6.2.3. In the next result we characterize the definiteness of system $\left(\delta_{\lambda}\right)$ in terms of the domain of $T_{\text {max }}$.
Theorem 6.4.2. System $\left(f_{\lambda}\right)$ is definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ if and only if for any pair $\{\tilde{z}, \tilde{f}\} \in T_{\max }$ there exists a unique $\mathcal{z} \in \tilde{z}$ such that $\mathscr{L}(\mathcal{z})=\psi f$.

Proof. Assume that system $\left(\wp_{\lambda}\right)$ is definite on $\mathcal{I}_{\mathbb{Z}}$. Let $\{\tilde{z}, \tilde{f}\} \in T_{\max }$ and $\mathfrak{Z}^{[1]}, \mathfrak{Z}^{[2]} \in \tilde{z}$ be two representatives of the equivalence class $\tilde{z}$ such that $\mathscr{L}\left(\mathcal{X}^{[1]}\right)=\psi f=\mathscr{L}\left(\mathcal{Z}^{[2]}\right)$. If we put $v_{k}:=\mathcal{Z}_{k}^{[1]}-\mathcal{Z}_{k}^{[2]}$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$, then $\mathscr{L}(v)=0$ and $v \in \tilde{0} \in \tilde{\ell}_{\psi}^{2}$, i.e., $v$ solves system ( $\mathscr{f}_{0}$ ) and satisfies $\sum_{k \in \mathcal{I}} v_{k}^{*} \psi_{k} v_{k}=0$. Therefore, by Remark 6.2.2, the definiteness of system $\left(s_{\lambda}\right)$ implies that $v_{k} \equiv 0$ on $\mathcal{I}_{\mathbb{Z}}^{+}$, i.e., $\mathfrak{Z}^{[1]} \equiv \mathcal{Z}^{[2]}$ on $\mathcal{I}_{\mathbb{Z}}^{+}$and so there exists only one representative $\mathcal{z} \in \tilde{z}$ such that $\mathscr{L}(\mathcal{z})=\psi f$.

To show the converse, assume that there is only one $\mathcal{z} \in \tilde{z}$ for which $\mathscr{L}(\mathcal{z})=\psi f$, whenever $\{\tilde{z}, \tilde{f}\} \in T_{\max }$. Let $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ be a finite discrete interval such that rank $\mathcal{V}\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)$ is maximal; cf. Lemma 6.2.10. If rank $\vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)<2 n$, then there is a vector $\eta \in \mathbb{C}^{2 n} \backslash\{0\}$ such that $\eta^{*} \vartheta\left(0, \widetilde{\mathcal{I}}_{\mathbb{Z}}\right) \eta=\sum_{k \in \widehat{\mathcal{I}}} \eta^{*} \Theta_{k}^{*} \Psi_{k} \Theta_{k} \eta=0$, where $\Theta_{k}:=\Theta_{k}(0)$ is the fundamental matrix of system $\left(\delta_{\lambda}\right)$ specified in the paragraph preceding Lemma 6.2 .6 with $k_{0} \in \widehat{\mathcal{I}}_{\mathbb{Z}}^{+}$. If also $\sum_{k \in \mathcal{I}} \eta^{*} \Theta_{k}^{*} \psi_{k} \Theta_{k} \eta=0$, then $v:=\Theta \eta \in \ell_{\psi}^{2}, \mathscr{L}(v)=0$, and $v \in \tilde{0}$. Given that the zero sequence is the unique representative of $\tilde{0}$ satisfying $\mathscr{L}(z)=0$, it follows $v_{k}=\Theta_{k} \eta=0$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$and as a consequence $\eta=0$, which contradicts the assumption $\eta \neq 0$. Hence, there is a finite discrete interval superset $\widetilde{\mathcal{I}}_{\mathbb{Z}} \supset \widetilde{\mathcal{I}}_{\mathbb{Z}}$ such that $\vartheta\left(0, \widetilde{\mathcal{I}}_{\mathbb{Z}}\right) \eta \neq 0$. As a result, $\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right) \subset \operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$ and consequently $\operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right) \subset \operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$; thereby contradicting the maximality of $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$. Thus, $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)=2 n$ and system $\left(\delta_{\lambda}\right)$ is definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ by Theorem 6.2.11.

Naturally, the latter statement does not mean that the equivalence class $\tilde{z}$ contains only one representative as it can be easily seen, e.g., from the example discussed in Remark 6.4.4 below. Nevertheless, if system $\left(\delta_{\lambda}\right)$ is definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ and $\{\tilde{z}, \tilde{f}\} \in T_{\max }$, then we denote the unique representative $\mathfrak{z} \in \tilde{z}$ satisfying $\mathscr{L}(\mathcal{z})=\psi f$ by $\hat{z}$, i.e., $\hat{z}:=\mathcal{z}$. In this case, identities (6.14) and (6.61) yield

$$
\begin{equation*}
[\{\tilde{z}, \tilde{f}\}:\{\tilde{v}, \tilde{g}\}]=\langle f, \hat{v}\rangle_{\Psi}-\langle\hat{z}, g\rangle_{\Psi}=\left.(\hat{z}, \hat{v})_{k}\right|_{0} ^{N+1} \tag{6.67}
\end{equation*}
$$

for any $\{\tilde{z}, \tilde{f}\},\{\tilde{v}, \tilde{g}\} \in T_{\max }$, where $f \in \tilde{f}$ and $g \in \tilde{g}$ are arbitrary representatives. Moreover, we obtain from Lemma 6.2.8 the following statement, compare with [135, Remark 3.2] and [147, Lemma 3.3].

Lemma 6.4.3. Let system $\left(\delta_{\lambda}\right)$ be definite on a finite discrete interval $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}:=[a, b]_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$, where $a, b \in \mathcal{I}_{z}$. Then for any pairs $\{\tilde{z}, \tilde{f}\},\{\tilde{v}, \tilde{g}\} \in T_{\max }$ there exists $\{\tilde{r}, \tilde{h}\} \in T_{\max }$ such that

$$
\hat{r}_{k}= \begin{cases}\hat{z}_{k}, & k \in[0, c]_{\mathbb{Z}}, \\ \hat{v}_{k,}, & k \in[d+1, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}^{+},\end{cases}
$$

where $c \in[0, a]_{\mathbb{Z}}$ and $d \in[b, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}$.
In particular, there exists $\left\{\left\{_{z^{[]]}}^{[1]} \tilde{f}^{[i]}\right\} \in T_{\max }\right.$ such that $\hat{z}_{0}^{[i]}=e_{i}$ and $\hat{z}_{k}^{[i]}=0$ for $k \in[d+1, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}^{+}$, where $i \in\{1, \ldots, 2 n\}$ is arbitrary and $e_{i}=(0, \ldots, 1, \ldots, 0)^{\top} \in \mathbb{C}^{2 n}$ is the $i$-th canonical unit vector in $\mathbb{C}^{2 n}$. If, in addition, $\mathcal{I}_{\mathbb{Z}}$ is a finite discrete interval, i.e., $\mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}$ with $N \in \mathbb{N} \cup\{0\}$, then there exists $\{\tilde{r}, \tilde{h}\} \in T_{\max }$ such that $\hat{r}_{k}=0$ for $k \in[0, c]_{z}$ and $\hat{r}_{N+1}=e_{i}$, where $i \in\{1, \ldots, 2 n\}$ and $e_{i}$ are the same as above.

Proof. Let $\overline{\mathcal{I}}_{\bar{z}}$ be a finite discrete interval as in Lemma 6.2.8, the pairs $\{\tilde{z}, \tilde{f}\},\{\tilde{y}, \tilde{g}\} \in T_{\max }$ be arbitrary, and define $\xi:=\hat{z}_{c}, \eta:=\hat{v}_{d+1}$. Then by the latter lemma there exist sequences $\ell \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)^{2 n}$ and $s \in \mathbb{C}\left(\overline{\mathcal{I}}_{\mathbb{Z}}^{+}\right)^{2 n}$ such that

$$
\mathscr{L}(s)_{k}=\psi_{k} \ell_{k}, \quad s_{c}=\xi, \quad s_{d+1}=\eta, \quad k \in \overline{\mathcal{I}}_{\mathbb{z}} .
$$

If we put

$$
r_{k}:=\left\{\begin{array}{ll}
\hat{z}_{k}, & k \in[0, c]_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}} \\
s_{k}, & k \in[c+1, d]_{\mathbb{z}} \cap \mathcal{I}_{\mathbb{Z}} \\
\hat{v}_{k}, & k \in[d+1, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}^{+}
\end{array} \quad h_{k}:= \begin{cases}f_{k}, & k \in[0, c-1]_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}} \\
\ell_{k}, & k \in[c, d]_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}} \\
g_{k,}, & k \in[d+1, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}},\end{cases}\right.
$$

then obviously $r, h \in \ell_{\psi}^{2}$ and it can be verified by a direct calculation that $\mathscr{L}(r)_{k}=\psi_{k} h_{k}$ for all $k \in \mathcal{I}_{\tilde{Z}}$, i.e., $\{\tilde{r}, \tilde{h}\} \in T_{\max }$ with $\hat{r}_{k} \equiv r_{k}$. The second part of the statement follows directly from Lemma 6.2.8.

Remark 6.4.4. In Example 6.4.1 we constructed the linear map $\mathscr{L}$ and the nonhomogeneous system, see (6.66), with two significant properties: (i) the maximal linear relation does not determine a linear operator and (ii) the domain of the pre-minimal linear relation is not is dense in $\tilde{\ell}_{\psi}^{2}$. In addition, let us consider system (6.22) from Example 6.2.4 with the coefficients $p_{k} \equiv 1, q_{k} \equiv 0$, and $w_{k} \equiv 1$ on $\mathcal{I}_{\bar{z}}$ with $N \neq 0$, which imply the definiteness of system (6.22) on $\mathcal{I}_{\mathbb{z}}$. If we put $f_{k}=\left(f_{k}^{[1]}, f_{k}^{[2]}\right)^{\top}$ with $f_{0}=(1,0)^{\top}$ and $f_{k}=(0,0)^{\top}$ for all $k \in \mathcal{I}_{\mathbb{Z}} \backslash\{0\}$, then the corresponding nonhomogeneous system $z_{k}=\delta_{k} z_{k+1}-\mathcal{J} \psi_{k} f_{k}$, i.e.,

$$
\binom{x_{k}}{u_{k}}=\left(\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right)\binom{x_{k+1}}{u_{k+1}}+\binom{0}{f_{k}^{[1]}},
$$

possesses the solution $z_{k}=\left(x_{k}, u_{k}\right)^{\top}$, where $z_{0}=(0,1)^{\top}$ and $z_{k} \equiv(0,0)^{\top}$ on $\mathcal{I}_{\mathcal{Z}}^{+} \backslash\{0\}$, i.e., there exists $\tilde{f} \neq \tilde{0}$ such that $\{\tilde{0}, \tilde{f}\} \in T_{\max }$. This shows that even the definiteness of system ( $s_{\lambda}$ ) does not suffice to get mul $T_{\max }=\{\tilde{0}\} ;$ cf. [147].

Thus, to guarantee that the maximal linear relation defines an operator, we need to assume explicitly that $\operatorname{mul} T_{\max }=\{\tilde{0}\}$, i.e., if there exists $z \in \tilde{0}$ such that $\mathscr{L}(z)=\psi f$ for some $f \in \ell_{\psi^{\prime}}^{2}$, then $z \equiv 0$; cf. [108, pg. 666]. In other words, we assume the "definiteness" of system $\left(\delta_{0}^{f}\right)$ for every $f \in \ell_{\psi}^{2}$. Then system ( $\left.\ell_{\lambda}\right)$ is definite as it follows by the choice $f \equiv 0$, see Theorem 6.2.11(iii) and Corollary 6.2.12. Moreover, in the next theorem we prove that this assumption even yields the density of dom $T_{0}$ in $\tilde{\ell}_{\psi}^{2} ;$ cf. [108, Theorem 7.6]. As noted in [10, pg. 3], a similar condition is also needed for the study of operators associated with system (2.6) in [142].
$\qquad$

Theorem 6.4.5. If system $\left(\delta_{0}^{f}\right)$ is definite on $\mathcal{I}_{\boldsymbol{z}}$, then dom $T_{0}$ is dense in $\tilde{\ell}_{\psi}^{2}$.
Proof. Assume that dom $T_{0}$ is not dense in $\tilde{\ell}_{\psi}^{2}$, i.e., there exists $\tilde{f} \in\left(\operatorname{dom} T_{0}\right)^{\perp}$ such that $\|f\|_{\psi} \neq 0$. Let $\tilde{z} \in \operatorname{dom} T_{0}$ be such that $\mathscr{L}(z)=\psi f$ and $\tilde{v} \in \operatorname{dom} T_{0}$ be such that $\mathscr{L}(v)=\psi g$ for some $g \in \ell_{\psi}^{2}$. Then, by identity (6.14), we obtain

$$
\begin{equation*}
\langle z, g\rangle_{\psi}=\langle f, v\rangle_{\psi}=0, \tag{6.68}
\end{equation*}
$$

because $z, v \in \ell_{\psi, 0}^{2}$. Since $g \in \ell_{\psi}^{2}$ was chosen arbitrarily and $z \in \ell_{\psi, 0}^{2}$, we can take $g=z$ and the solution of $\mathscr{L}(v)=\psi z$ can be obtained as $v_{k}=\Theta_{k} \mathcal{J} \sum_{j=0}^{k-1} \Theta_{j}^{*} \psi_{j} z_{j}$, where $\Theta:=\Theta(0)$ means a fundamental matrix of ( $\delta_{0}$ ) satisfying (6.15) for any $s \in \mathcal{I}_{Z}^{+}$. Then equality (6.68) implies that $\langle z, z\rangle_{\psi}=0$, i.e., $\psi_{k} z_{k}=0$ on $\mathcal{I}_{\mathbb{Z}}$. Thus we have $\mathscr{L}(z)=\psi f$ and $z \in \tilde{0}$, which yields $z \equiv 0$ by the definiteness assumption for system ( $\delta_{0}^{f}$ ). So $\psi_{k} f_{k}=0$ on $\mathcal{I}_{\mathbb{Z}}$, i.e., $f \in \tilde{0}$, and the density of dom $T_{0}$ in $\tilde{\ell}_{\psi}^{2}$ is thus established.

### 6.4.2 Orthogonal decomposition of sequence spaces

In this subsection we introduce a linear map which will allow orthogonal decompositions of $\tilde{\ell}_{\psi}^{2}$ and $\tilde{\ell}_{\psi, 1}^{2}$ depending on the cardinality of the discrete interval $\mathcal{I}_{\mathbb{z}}$. In particular, let us denote by $\mathscr{K}_{\lambda}$ the linear map defined by

$$
\mathscr{K}_{\lambda}:\left\{\begin{array}{l}
\tilde{\ell}_{\psi}^{2} \rightarrow \mathbb{C}^{2 n} \quad \text { if } \mathcal{I}_{\mathbb{Z}} \text { is a finite discrete interval, }  \tag{6.69}\\
\tilde{\ell}_{\psi, 1}^{2} \rightarrow \mathbb{C}^{2 n} \quad \text { if } \mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}},
\end{array} \mathscr{K}_{\lambda}(\tilde{z}):=\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} z_{k}\right.
$$

where $\Theta(\lambda)$ is the fundamental matrix of system ( $f_{\lambda}$ ) specified in the paragraph preceding Lemma 6.2.6 with $k_{0} \in \mathcal{I}_{Z}^{+}$. If $\lambda=0$ we write only $\mathscr{K}(\cdot)$ instead of $\mathscr{K}_{0}(\cdot)$. For completeness, we note that the sum $\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} z_{k}$ does not depend on the choice of the representative $\mathfrak{z} \in \tilde{z} \in \tilde{\ell}_{\psi}^{2}$ or $\mathcal{z} \in \tilde{z} \in \tilde{\ell}_{\psi, 1}^{2}$, i.e., the map $\mathscr{K}_{\lambda}$ is defined correctly. In the following statement we utilize the matrix $\vartheta(\cdot)$ defined in (6.31).
Lemma 6.4.6. Let $\mathcal{I}_{\mathbb{Z}}$ be a finite discrete interval and $\lambda \in \mathbb{C}$. Then $\operatorname{Ran} \mathscr{K}_{\lambda}$ is independent of $\lambda \in \mathbb{C}$; in particular,

$$
\begin{equation*}
\operatorname{Ran} \mathscr{K}_{\lambda}=\left\{\xi \in \mathbb{C}^{2 n} \mid \psi_{k} \Theta_{k}(\bar{\lambda}) \xi=0 \text { for all } k \in \mathcal{I}_{\mathbb{Z}}\right\}^{\perp}=\operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right) . \tag{6.70}
\end{equation*}
$$

Furthermore, the space $\tilde{\ell}_{\psi}^{2}$ admits the following orthogonal sum decomposition

$$
\begin{equation*}
\tilde{\ell}_{\psi}^{2}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus\left\{\tilde{z} \in \tilde{\ell}_{\psi}^{2} \mid z=\Theta(\bar{\lambda}) \xi, \xi \in \operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathcal{Z}}\right)\right\} . \tag{6.71}
\end{equation*}
$$

Proof. For any $\xi \in \mathbb{C}^{2 n}$ and $\tilde{v} \in \tilde{\ell}_{\psi^{\prime}}^{2}$, we have

$$
\left\langle\xi, \mathscr{K}_{\lambda}(\tilde{v})\right\rangle_{\mathbb{C}^{2 n}}=\sum_{k \in \mathcal{I}} \xi^{*} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} v_{k}=\langle\Theta(\bar{\lambda}) \xi, v\rangle_{\psi} .
$$

Hence we have $\mathscr{K}_{\lambda}^{*}: \mathbb{C}^{2 n} \rightarrow \tilde{\ell}_{\psi}^{2}$ with $\mathscr{K}_{\lambda}^{*}(\xi):=\tilde{z}$ for $\xi \in \mathbb{C}^{2 n}$, where $\tilde{z}$ is the equivalence class corresponding to $z=\Theta(\bar{\lambda}) \xi$. In particular,

$$
\operatorname{Ran} \mathscr{K}_{\lambda}^{*}=\left\{\tilde{z} \in \tilde{\ell}_{\psi}^{2} \mid z=\Theta(\bar{\lambda}) \xi \in \tilde{z}, \xi \in \mathbb{C}^{2 n}\right\}
$$

and

$$
\operatorname{Ker} \mathscr{K}_{\lambda}^{*}=\left\{\xi \in \mathbb{C}^{2 n} \mid\|\Theta(\bar{\lambda}) \xi\|_{\psi}=0\right\}=\left\{\xi \in \mathbb{C}^{2 n} \mid \psi_{k} \Theta_{k}(\bar{\lambda}) \xi=0 \text { for all } k \in \mathcal{I}_{\bar{z}}\right\} .
$$

Thus the first equality in (6.70) follows from the fact that $\operatorname{Ran} \mathscr{K}_{\lambda}=\left(\operatorname{Ker} \mathscr{K}_{\lambda}^{*}\right)^{\perp}$.
Next, let us define the sequences $z:=\Theta(\bar{\lambda}) \xi \in \mathbb{C}\left(\mathcal{I}_{Z Z}^{+}\right)^{2 n}, v:=\Theta(\bar{\lambda}) \eta \in \mathbb{C}\left(\mathcal{I}_{Z \bar{Z}}^{+}\right)^{2 n}$, and $r:=\Theta(\bar{\lambda}) \zeta \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n}$, where $\xi, \eta, \zeta \in \mathbb{C}^{2 n}$ are such that $\xi=\eta+\zeta$ with $\eta \in \operatorname{Ran} \mathscr{K}_{\lambda}$ and $\zeta \in\left(\operatorname{Ran} \mathscr{K}_{\lambda}\right)^{\perp}=\operatorname{Ker} \mathscr{K}_{\lambda}^{*}$. Then $\|r\|_{\psi}=\|\Theta(\bar{\lambda}) \zeta\|_{\psi}=0$, i.e., $\tilde{r}=\tilde{0} \in \tilde{\ell}_{\psi}^{2}$. Thus $\tilde{z}=\tilde{v}$ and

$$
\operatorname{Ran} \mathscr{K}_{\lambda}^{*}=\left\{\tilde{z} \in \tilde{\ell}_{\psi}^{2} \mid z=\Theta(\bar{\lambda}) \eta, \eta \in \operatorname{Ran} \mathscr{K}_{\lambda}\right\} .
$$

So, to complete the demonstration of equalities (6.70) and (6.71), it remains to show that $\operatorname{Ran} \mathscr{K}_{\lambda}=\operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right)$, because $\tilde{\ell}_{\psi}^{2}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus\left(\operatorname{Ker} \mathscr{K}_{\lambda}\right)^{\perp}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus \operatorname{Ran} \mathscr{K}_{\lambda}^{*}$.

Hence, let now $\tilde{z} \in \tilde{\ell}_{\psi}^{2}$. Then by the previous part $\tilde{z}=\tilde{r}+\tilde{v}$, where $\tilde{r} \in \operatorname{Ker} \mathscr{K}_{\lambda}$ and the equivalence class $\tilde{v}$ corresponds to $v=\Theta(\bar{\lambda}) \eta$ with $\eta \in \operatorname{Ran} \mathscr{K}_{\lambda}$. Therefore

$$
\mathscr{K}_{\lambda}(\tilde{z})=\mathscr{K}_{\lambda}(\tilde{v})=\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} \Theta_{k}(\bar{\lambda}) \eta=\vartheta\left(\lambda, \mathcal{I}_{\mathbb{Z}}\right) \eta,
$$

which implies $\operatorname{Ran} \mathscr{K}_{\lambda} \subseteq \operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right)$. On the other hand, if $\xi \in \mathbb{C}^{2 n}$ and $z=\Theta(\bar{\lambda}) \xi$, then

$$
\vartheta\left(\lambda, \mathcal{I}_{\mathbb{Z}}\right) \xi=\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} \Theta_{k}(\bar{\lambda}) \xi=\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} z_{k}=\mathscr{K}_{\lambda}(\tilde{z}) ;
$$

thereby showing that $\operatorname{Ran} \mathscr{K}_{\lambda}=\operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right)$.
In the next two lemmas we establish similar results in the case $\mathcal{I}_{\bar{z}}=[0, \infty)_{z}$. Let us recall that then there is a finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$ for which the value of $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{z}\right)$ is maximal by Lemma 6.2.10, i.e., rank $\vartheta\left(\widetilde{\mathcal{I}}_{z}\right)=\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{z}\right)$ for any finite discrete interval $\overline{\mathcal{I}}_{\mathbb{Z}}$ such that $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}}$, viz. (6.32). Moreover, if $\overline{\mathcal{I}}_{\mathbb{Z}}$ is a finite discrete interval for which $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$ is maximal, then we have $\operatorname{Ran} \mathscr{K}_{\lambda, \widetilde{\mathcal{I}}}=\operatorname{Ran} \mathscr{K}_{\lambda}$ for any finite discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ such that $\widetilde{\mathcal{I}}_{\mathbb{Z}} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$, see (6.70). Here $\mathscr{K}_{\lambda, \widetilde{\mathcal{I}}}$ means the map $\mathscr{K}_{\lambda}$ defined as in (6.69) with $\mathcal{I}_{\mathbb{Z}}$ replaced by $\widetilde{\mathcal{I}}_{\mathbb{Z}}$. Especially, $\operatorname{dom} \mathscr{K}_{\lambda, \widetilde{\mathcal{I}}}=\tilde{\ell}_{\psi, \widetilde{\mathcal{I}}^{\prime}}^{2}$ where $\tilde{\ell}_{\psi, \widetilde{\mathcal{I}}}^{2}$ is given as in (6.60) for the discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}}$ instead of $\mathcal{I}_{\mathbb{Z}}$.
Lemma 6.4.7. Let $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$ and $\overline{\mathcal{I}}_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$ be a finite discrete interval for which rank $\vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$ is maximal. Then $\operatorname{Ran} \mathscr{K}_{\lambda}=\operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{\boldsymbol{Z}}\right)$ for all $\lambda \in \mathbb{C}$; in particular, $\operatorname{Ran} \mathscr{K}_{\lambda}$ is independent of $\lambda$.

Proof. Let $\tilde{z} \in \operatorname{dom} \mathscr{K}_{\lambda}=\tilde{\ell}_{\psi, 1}^{2}$. Then there exists $K \in[0, \infty)_{z}$ such that $\psi_{k} z_{k}=0$ for all $k \in[K, \infty)_{\mathbb{Z}}$. Hence, $z \in \ell_{\psi}^{2}$ and $\tilde{z} \in \tilde{\ell}_{\psi,[0, K] z}^{2}=\operatorname{dom} \mathscr{K}_{\lambda,[0, K]}$, where $\tilde{\ell}_{\psi,[0, K] z}^{2}$ is defined similarly as $\tilde{\ell}_{\psi}^{2}$ in (6.60) with $\mathcal{I}_{\mathbb{Z}}=[0, K]_{\mathbb{Z}}$. In particular, $\mathscr{K}_{\lambda,[0, N]}(\tilde{z})=\mathscr{K}_{\lambda}(\tilde{z})$, and thus $\operatorname{Ran} \mathscr{K}_{\lambda} \subseteq \operatorname{Ran} \mathscr{K}_{\lambda,[0, N]}$. Without loss of generality, we may assume that $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq[0, K]_{\mathbb{Z}}$, and hence that $\operatorname{Ran} \mathscr{K}_{\lambda, \widehat{\mathcal{I}}}=\operatorname{Ran} \mathscr{K}_{\lambda,[0, N]} \supseteq \operatorname{Ran} \mathscr{K}_{\lambda}$.

Conversely, suppose that $\tilde{z} \in \tilde{\ell}_{\psi, \widehat{I}}^{2}=\operatorname{dom} \mathscr{K}_{\lambda, \widehat{\mathcal{I}}}$. Let $\tilde{v} \in \tilde{\ell}_{\psi, 1}^{2}$ be determined by the sequence $v \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ with the terms

$$
v_{k}=\left\{\begin{aligned}
z_{k}, & k \in \overline{\mathcal{I}}_{z} \\
0, & k \notin \overline{\mathcal{I}}_{z} .
\end{aligned}\right.
$$

Then $\mathscr{K}_{\lambda, \overline{\mathcal{I}}}(\tilde{z})=\sum_{k \in \overline{\mathcal{I}}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} z_{k}=\sum_{k=0}^{\infty} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} v_{k}=\mathscr{K}_{\lambda}(\tilde{v})$. Hence Ran $\mathscr{K}_{\lambda, \overline{\mathcal{I}}} \subseteq \operatorname{Ran} \mathscr{K}_{\lambda}$, which upon combining with the first part of the proof yields $\operatorname{Ran} \mathscr{K}_{\lambda}=\operatorname{Ran} \mathscr{K}_{\lambda, \overline{\mathcal{I}}}$. Therefore $\operatorname{Ran} \mathscr{K}_{\lambda}=\operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right)$ by Lemma 6.4.6.
$\qquad$

Lemma 6.4.8. Let $\mathcal{I}_{\bar{Z}}=[0, \infty)_{\mathbb{Z}}$ and $\widehat{\mathcal{I}}_{\mathbb{Z}} \subset[0, \infty)_{\mathbb{Z}}$ be a finite discrete interval for which rank $\vartheta\left(\widehat{\mathcal{I}}_{\bar{z}}\right)$ is maximal. Then

$$
\begin{equation*}
\tilde{\ell}_{\psi, 1}^{2}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus\left\{\tilde{z} \in \tilde{\ell}_{\psi, 1}^{2} \mid z=\Theta(\bar{\lambda}) \xi, \xi \in \operatorname{Ran} \vartheta\left(\widehat{\mathcal{I}}_{z}\right)\right\} \tag{6.72}
\end{equation*}
$$

and $\operatorname{codim}\left(\operatorname{Ker} \mathscr{K}_{\lambda}\right)=\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{Z}\right)$.
Proof. In the complete analogy with the arguments given in the proof of Lemma 6.4.6, one can show that

$$
\tilde{\ell}_{\psi, 1}^{2}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus\left(\operatorname{Ker} \mathscr{K}_{\lambda}\right)^{\perp}=\operatorname{Ker} \mathscr{K}_{\lambda} \oplus \operatorname{Ran} \mathscr{K}_{\lambda}^{*},
$$

where

$$
\operatorname{Ran} \mathscr{K}_{\lambda}^{*}=\left\{\tilde{z} \in \tilde{\ell}_{\psi, 1}^{2} \mid z=\Theta(\bar{\lambda}) \xi, \xi \in \operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{z}\right)\right\},
$$

and that

$$
\begin{aligned}
\left(\operatorname{Ran} \mathscr{K}_{\lambda}\right)^{\perp} & =\operatorname{Ker} \mathscr{K}_{\lambda}^{*}=\left\{\xi \in \mathbb{C}^{2 n} \mid\|\Theta(\bar{\lambda}) \xi\|_{\psi}=0\right\} \\
& =\left\{\xi \in \mathbb{C}^{2 n} \mid \psi_{k} \Theta_{k}(\bar{\lambda}) \xi=0 \text { for all } k \in[0, \infty)_{z}\right\} .
\end{aligned}
$$

Finally, let $\xi_{1}, \ldots, \xi_{m}$ denote a basis for $\operatorname{Ran} \vartheta\left(\overline{\mathcal{I}}_{\bar{z}}\right)=\operatorname{Ran} \mathscr{K}_{\lambda}$ and put $v_{k}^{[j]}:=\Theta_{k}(\bar{\lambda}) \xi_{j}$ for all $k \in[0, \infty)_{\mathbb{Z}}$. Then $\tilde{v}^{[1]}, \ldots, \tilde{v}^{[m]} \in \operatorname{Ran} \mathscr{K}_{\lambda}^{*}$ and suppose that $\sum_{j=1}^{m} c_{j} \tilde{v}^{[j]}=\tilde{0} \in \tilde{\ell}_{\psi, 1}^{2}$ for some numbers $c_{1}, \ldots, c_{m} \in \mathbb{C}$. Then $\psi_{k} \Theta_{k}(\bar{\lambda})\left(\sum_{j=1}^{m} c_{j} \xi_{j}\right)=0$ for all $k \in[0, \infty)_{\mathbb{Z}}$, which implies

$$
\sum_{j=1}^{m} c_{j} \xi_{j} \in \operatorname{Ran} \mathscr{K}_{\lambda} \cap\left(\operatorname{Ran} \mathscr{K}_{\lambda}\right)^{\perp}=\{0\}
$$

by the first part. Hence $c_{1}=\cdots=c_{m}=0$, i.e., $\tilde{v}^{[1]}, \ldots, \tilde{v}^{[m]} \in \operatorname{Ran} \mathscr{K}_{\lambda}^{*}$ are linearly independent in $\tilde{\ell}_{\psi, 1}^{2}$. Thus $\operatorname{codim}\left(\operatorname{Ker} \mathscr{K}_{\lambda}\right)=\operatorname{dim}\left(\operatorname{Ker} \mathscr{K}_{\lambda}\right)^{\perp}=\operatorname{dim}\left(\operatorname{Ran} \mathscr{K}_{\lambda}^{*}\right)=\operatorname{rank} \vartheta\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)$.

### 6.4.3 Minimal linear relation and its deficiency indices

Before we define the minimal linear relation $T_{\min }$ and establish the fundamental relation between $T_{\max }$ and $T_{\min }$, we prove two auxiliary lemmas.
Lemma 6.4.9. We have $\operatorname{Ker} \mathscr{K}_{\lambda} \subseteq \operatorname{Ran}\left(T_{0}-\lambda I\right)$ for every $\lambda \in \mathbb{C}$.
Proof. Let $\lambda \in \mathbb{C}$ and $\tilde{f} \in \operatorname{Ker} \mathscr{K}_{\lambda}$, i.e., $\mathscr{K}_{\lambda}(\tilde{f})=\sum_{k \in \mathcal{I}} \Theta_{k}^{*}(\bar{\lambda}) \psi_{k} z_{k}=0$. Assume that $\mathcal{I}_{\bar{Z}}$ is a finite discrete interval, i.e., $\mathcal{I}_{\bar{Z}}=[0, N]_{\mathbb{Z}}$ for some $N \in \mathbb{N} \cup\{0\}$. Then $\tilde{f} \in \tilde{\ell}_{\psi}^{2}$ by (6.69) and for any $g \in \tilde{f}$ the sequence $z \in \ell_{\psi, 0}^{2}$ with the terms

$$
z_{k}:= \begin{cases}0, & k=0,  \tag{6.73}\\ \Theta_{k}(\lambda) \mathcal{J} \sum_{j=0}^{k-1} \Theta_{j}^{*}(\bar{\lambda}) \psi_{j} g_{j}, & k \in \mathcal{I}_{Z}^{+} \backslash\{0\},\end{cases}
$$

solves the nonhomogeneous system $\mathscr{L}(z)=\lambda \psi z+\psi g$ on $\mathcal{I}_{\mathbb{Z}}$, see also [61, Theorem 3.17]. Thus, $\tilde{f} \in \operatorname{Ran}\left(T_{0}-\lambda I\right)$ and the conclusion follows; cf. (6.64).

On the other hand, if $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$, then $\tilde{f} \in \tilde{\ell}_{\psi, 1}^{2}$ by (6.69), i.e., there exists $K \in[0, \infty)_{\mathbb{Z}}$ such that $\psi_{k} g_{k}=0$ for all $k \in[K, \infty)_{\mathbb{Z}}$ and all $g \in \tilde{f}$. Hence for any $g \in \tilde{f}$ the sequence $z \in \ell_{\psi}^{2}$ with the terms

$$
z_{k}:=-\Theta_{k}(\lambda) \mathcal{J} \sum_{j=k}^{\infty} \Theta_{j}^{*}(\bar{\lambda}) \psi_{j} g_{j}= \begin{cases}-\Theta_{k}(\lambda) \mathcal{J} \sum_{j=k}^{K-1} \Theta_{j}^{*}(\bar{\lambda}) \psi_{j} g_{j}, & k \in[0, K-1]_{\mathbb{Z}}  \tag{6.74}\\ 0, & k \in[K, \infty)_{\mathbb{Z}}\end{cases}
$$

satisfies $\mathscr{L}(z)=\lambda \psi z+\psi g$ on $[0, \infty)_{\mathbb{Z}}$. In addition, $z_{0}=-\Theta_{0}(\lambda) \mathcal{J} \mathscr{K}_{\lambda}(\tilde{f})=0$, which implies $z \in \ell_{\psi, 0}^{2}$. Thus again $\tilde{f} \in \operatorname{Ran}\left(T_{0}-\lambda I\right)$ and the proof is complete.

Lemma 6.4.10. We have $\langle\tilde{f}, \tilde{y}\rangle_{\psi}=\langle\tilde{z}, \tilde{g}\rangle_{\psi}$ for every $\{\tilde{z}, \tilde{f}\} \in T_{0}$ and $\{\tilde{v}, \tilde{g}\} \in T_{\text {max }}$.
Proof. Let $\{\tilde{z}, \tilde{f}\} \in T_{0}$ and $\{\tilde{v}, \tilde{g}\} \in T_{\max }$, i.e., there are $z \in \ell_{\psi, 0}^{2}$ and $v \in \ell_{\psi}^{2}$ such that $\mathscr{L}(z)=\psi f$ and $\mathscr{L}(v)=\psi g$ on $\mathcal{I}_{\mathbb{z}}$. Then, similarly as in (6.14), we get

$$
\left.\sum_{j=0}^{k} z_{j}^{*} \psi_{j} g_{j}=-(z, v)\right)_{j}^{k+1}+\sum_{j=0}^{k} f_{j}^{*} \psi_{j} v_{j} .
$$

However, $z \in \ell_{\psi, 0}^{2}$ implies $z_{0}=0$ and the existence of $K \in \mathcal{I}_{\underline{Z}}^{+}$such that $z_{k}=0$ for all $k \in[K, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}^{+}$. As a consequence we see that $\langle z, g\rangle_{\psi}=\langle f, v\rangle_{\psi}$, and thus $\langle z, g\rangle_{\psi}=\langle f, v\rangle_{\psi}$ for any $\mathcal{z} \in \tilde{z}$ and $v \in \tilde{v}$.

By Lemma 6.4.10 and the definition of the adjoint linear relation, see (A.4), one obtains

$$
\begin{equation*}
T_{0} \subseteq T_{\max } \subseteq T_{0}^{*} \tag{6.75}
\end{equation*}
$$

from which we conclude that $T_{0}$ is symmetric in $\tilde{\ell}_{\psi}^{2 \times 2}$, and hence closable. We then define the minimal linear relation $T_{\min }$ by

$$
\begin{equation*}
T_{\min }:=\overline{T_{0}} . \tag{6.76}
\end{equation*}
$$

Another approach to the definition of a minimal linear relation is to put $T_{\min }:=T_{\max }^{*}$; cf. [116, Definition 2.3] and [13, Identity (4.2)]. In the next theorem we establish the equivalence of these approaches for the linear relations at hand. We note also that an alternative demonstration of the next statement can be patterned after that presented in [13, pp. 1354-1355] by using the results in Section 6.3 and [13, Proposition A.2].
Theorem 6.4.11. The linear relations $T_{0}, T_{\max }$, and $T_{\min }$ as defined in (6.63), (6.62), and (6.76), respectively, satisfy

$$
\begin{equation*}
T_{0}^{*}=T_{\min }^{*}=T_{\max } . \tag{6.77}
\end{equation*}
$$

Proof. By (6.75), note that $T_{\max } \subseteq T_{0}^{*}={\overline{T_{0}}}^{*}=T_{\min }^{*}$. Thus it remains to show that $T_{0}^{*} \subseteq T_{\max }$; or equivalently, given $\{\tilde{z}, \tilde{f}\} \in T_{0}^{*}$, that there is a $z \in \tilde{z} \in \tilde{\ell}_{\psi}^{2}$ such that $\mathscr{L}(z)=\psi f$.

Let $\{\tilde{z}, \tilde{f}\} \in T_{0}^{*}$ be given and $r \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ satisfy $\mathscr{L}(r)=\psi f$. Whenever $\{\tilde{v}, \tilde{g}\} \in T_{0}$, i.e., there exists $v \in \tilde{v}$ such that $v \in \ell_{\psi, 0}^{2}$ and $\mathscr{L}(v)=\psi g$, we obtain from (6.14) that $\langle r, g\rangle_{\psi}=$ $\langle f, v\rangle_{\psi}$, because $v_{0}=0$ and $v_{k}=0$ for all sufficiently large $k \in \mathcal{I}_{\underline{Z}}^{+}$. Simultaneously, from the definition of $T_{0}^{*}$, we have $\langle\tilde{z}, \tilde{g}\rangle_{\psi}=\langle\tilde{f}, \tilde{v}\rangle_{\psi}$. Therefore $\langle z-r, g\rangle_{\psi}=0$ for any $z \in \tilde{z} \in \operatorname{dom} T_{0}^{*}$ and $g \in \tilde{g} \in \operatorname{Ran} T_{0}$. Consequently, for any $h \in \tilde{h} \in \operatorname{Ker} \mathscr{K} \subseteq \operatorname{Ran} T_{0}$, see Lemma 6.4.9 with $\lambda=0$, we get from the previous part that $\langle z-r, h\rangle_{\psi}=0$. Thus, for any $\xi \in \mathbb{C}^{2 n}$ we have

$$
\begin{equation*}
\sum_{k \in \mathcal{I}}\left(z_{k}-r_{k}-\Theta_{k} \xi\right)^{*} \psi_{k} h_{k}=0 \tag{6.78}
\end{equation*}
$$

because $\mathscr{K}(\tilde{h})=\sum_{k \in \mathcal{I}} \Theta_{k}^{*} \psi_{k} h_{k}=0$ by (6.69).
Let $\mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}$ with $N \in \mathbb{N} \cup\{0\}$, then obviously $\tilde{z}, \tilde{r} \in \tilde{\ell}_{\psi}^{2}$. Hence by (6.71) there exists $\eta \in \operatorname{Ran} \vartheta\left(\mathcal{I}_{\mathbb{Z}}\right)$ such that the equivalence class corresponding to $z-r-\Theta \eta$ belongs to $\mathrm{Ker} \mathscr{K}$. But in that case it is equal to $\tilde{0}$ by (6.78). Therefore $\|z-r-\Theta \eta\|_{\psi}=0$, i.e., $r+\Theta \eta \in \tilde{z}$, and $\mathscr{L}(r+\Theta \eta)=\mathscr{L}(r)=\psi f$, which implies $T_{0}^{*} \subseteq T_{\text {max }}$.
$\qquad$

In the opposite case, i.e., $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$, let $\overline{\mathcal{I}}_{\bar{Z}} \subset[0, \infty)_{\mathbb{Z}}$ be a finite discrete interval such that $k_{0} \in \overline{\mathcal{I}}_{\tilde{\chi}_{\tilde{2}}}^{+}$and the value of $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)=m \leq 2 n$ is maximal as noted in Lemma 6.2.10. Then $\tilde{\ell}_{\psi, 1}^{2}=\operatorname{Ker} \mathscr{K} \oplus \operatorname{Ker} \mathscr{K}^{\perp}$ and by Lemma 6.4 .8 we see that there exists a basis $\tilde{v}^{[1]}, \ldots, \tilde{v}^{[m]} \in \tilde{\ell}_{\psi, 1}^{2}$ of the space $\operatorname{Ker} \mathscr{K}^{\perp}$, in which $v_{k}^{[j]}:=\Theta_{k} \xi^{[j]}$ on $[0, \infty)_{\mathbb{Z}}$ for $j \in\{1, \ldots, m\}$ with $\xi^{[1]}, \ldots, \xi^{[m]}$ forming a basis of $\operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$. Moreover, it follows from the definition of $\tilde{\ell}_{\psi, 1}^{2}$ that there is a finite discrete interval $\widetilde{\mathcal{I}}_{\mathbb{Z}}=[0, K]_{\mathbb{Z}}$ such that $\widetilde{\mathcal{I}}_{\mathbb{Z}} \subseteq \widetilde{\mathcal{I}}_{\mathbb{Z}}$ and

$$
\begin{equation*}
\psi_{k} v_{k}^{[j]}=0 \quad \text { for all } k \in[K, \infty)_{\mathbb{Z}} \text { and } j \in\{1, \ldots, m\} . \tag{6.79}
\end{equation*}
$$

If $\tilde{d} \in \operatorname{Ker} \mathscr{K}_{\widetilde{\mathcal{I}}}:=\operatorname{Ker} \mathscr{K}_{0, \widetilde{\mathcal{I}}}$, then for all $j \in\{1, \ldots, m\}$ we get

$$
\left\langle v^{[j]}, d\right\rangle_{\psi, \widetilde{\mathcal{I}}}:=\sum_{k \in \widetilde{\mathcal{I}}} \xi^{[]^{*}} \Theta_{k}^{*} \psi_{k} d_{k}=\xi^{[j]} \mathscr{K}_{\tilde{\mathcal{I}}}(\tilde{d})=0,
$$

which implies $\tilde{v}^{[1]}, \ldots, \tilde{v}^{[m]} \in \operatorname{Ker} \mathscr{K}_{\tilde{I}}^{\perp}$. Now, let $s \in \ell_{\psi, 1}^{2}$ be defined by

$$
s_{k}:= \begin{cases}z_{k}-r_{k}, & k \in \widetilde{\mathcal{I}}_{z}, \\ 0, & k \in[0, \infty)_{\mathbb{Z}} \backslash \widetilde{\mathcal{I}}_{\mathbb{Z}},\end{cases}
$$

where $\{\tilde{z}, \tilde{f}\}$ and $r$ are the same as in the first part. Obviously $\tilde{s} \in \tilde{\ell}_{\psi}^{2}$ and, by Lemma 6.4.6, there is $\widetilde{p} \in \operatorname{Ker} \mathscr{K}_{\widetilde{\mathcal{I}}}^{\perp}$, where $p:=\Theta \eta$ for some $\eta \in \operatorname{Ran} \vartheta\left(\widetilde{\mathcal{I}}_{z}\right)$, such that $\tilde{s}-\widetilde{p} \in \operatorname{Ker} \mathscr{K}_{\widetilde{\mathcal{I}}}$. As a consequence, we obtain $\left\langle\tilde{s}-\widetilde{p}, \tilde{v}^{[j]}\right\rangle_{\psi, \widetilde{\mathcal{I}}}=0$ for all $j \in\{1, \ldots, m\}$. Then, by (6.79), we have for all $j \in\{1, \ldots, m\}$ that

$$
\begin{equation*}
\sum_{k \in \mathcal{I}}\left(z_{k}-r_{k}-\Theta_{k} \eta\right)^{*} \psi_{k} v_{k}^{[j]}=\sum_{k \in \tilde{\mathcal{I}}}\left(z_{k}-r_{k}-\Theta_{k} \eta\right)^{*} \psi_{k} v_{k}^{[j]}=\left\langle\tilde{s}-\widetilde{p}, \tilde{v}^{[j]}\right\rangle_{\psi, \tilde{\mathcal{I}}}=0 . \tag{6.80}
\end{equation*}
$$

Hence the direct sum decomposition of $\tilde{\ell}_{\psi, 1}^{2}$ in (6.72) and identities (6.78) and (6.80) show that $\langle z-r-\Theta \eta, q\rangle_{\psi}=0$ for any $q \in \ell_{\psi, 1}^{2} ;$ in particular, for

$$
q_{k}:= \begin{cases}z_{k_{1}}-r_{k_{1}}-\Theta_{k_{1}} \eta, & k=k_{1}, \\ 0, & k \in[0, \infty)_{\mathbb{Z}} \backslash\left\{k_{1}\right\} .\end{cases}
$$

Since $k_{1} \in[0, \infty)_{\mathbb{Z}}$ can be chosen arbitrarily, it follows $\psi_{k}\left(z_{k}-r_{k}-\Theta_{k} \eta\right) \equiv 0$ on $[0, \infty)_{\mathbb{Z}}$, i.e., $\|z-(r+\Theta \eta)\|_{\psi}=0$. Therefore, $r+\Theta \eta \in \tilde{z}$ and it satisfies $\mathscr{L}(r+\Theta \eta)=\mathscr{L}(r)=\psi f$, which again implies $T_{0}^{*} \subseteq T_{\text {max }}$.

Moreover, the following theorem provides an explicit characterization of the minimal linear relation $T_{\min }$; cf. [135, Theorem 3.2].
Theorem 6.4.12. Let system $\left(\delta_{\lambda}\right)$ be definite on a finite discrete interval $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}:=[a, b]_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$, where $a, b \in \mathcal{I}_{\mathbb{z}}$. Then

$$
\begin{equation*}
T_{\min }=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid \hat{z}_{0}=0=(\hat{z}, \hat{v})_{N+1} \text { for all } \tilde{v} \in \operatorname{dom} T_{\max }\right\}, \tag{6.81}
\end{equation*}
$$

which in the case of $\mathcal{I}_{Z}$ being a finite discrete interval reduces to

$$
\begin{equation*}
T_{\min }=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid \hat{z}_{0}=0=\hat{z}_{N+1}\right\} . \tag{6.82}
\end{equation*}
$$

Proof. Since $T_{\min }=\overline{\left(T_{\min }\right)}$ by the definition, identities (A.11), (6.67), and (6.77) yield

$$
\begin{equation*}
T_{\min }=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max }\left|(\hat{z}, \hat{v})_{k}\right|_{0}^{N+1}=0 \text { for all } \hat{v} \in \operatorname{dom} T_{\max }\right\} . \tag{6.83}
\end{equation*}
$$

Let $T$ be the linear relation on the right-hand side of (6.81). Then obviously $T \subseteq T_{\min }$. On the other hand, let $\{\tilde{z}, \tilde{f}\} \in T_{\text {min }}$ be fixed. Then, $\left.(\hat{z}, \hat{v})_{k}\right|_{0} ^{N+1}=0$ for all $\hat{v} \in \operatorname{dom} T_{\max }$ by (6.83). By Lemma 6.4.3, for any $\{\tilde{v}, \tilde{g}\} \in T_{\max }$ there exists $\{\tilde{r}, \tilde{h}\} \in T_{\max }$ such that $\hat{v}_{k}=0$ for $k \in[0, c]_{z}$ and $\hat{r}_{k}=\hat{v}_{k}$ for $k \in[d+1, \infty)_{Z} \cap \mathcal{I}_{\mathcal{Z}}^{+}$. Hence $(\hat{z}, \hat{v})_{0}=(\hat{z}, \hat{v})_{N+1}=0$ for all $\hat{v} \in \operatorname{dom} T_{\max }$. From the second part of Lemma 6.4.3 we get $\hat{z}_{0}=0$, because there exists $\left\{\tilde{z}^{[1]}, \tilde{f}^{[1]}\right\} \in T_{\text {max }}$ such that $\hat{z}_{0}^{[i]}=e_{i}$. Therefore $T=T_{\min }$. If, in addition, $\mathcal{I}_{\mathbb{Z}}$ is a finite discrete interval, i.e., $\mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}$ with $N \in \mathbb{N} \cup\{0\}$, then dom $T_{\text {max }}$ contains also $\tilde{r}$ such that $\hat{r}_{N+1}=e_{i}, i \in\{1, \ldots, 2 n\}$, by the last part of Lemma 6.4.3. Hence equality (6.82) holds.

Finally, we define the defect subspace and defect index for the minimal linear relation $T_{\min }$ according to (A.7) and (A.8), respectively, i.e., by using (6.77) we put

$$
\widetilde{\mathcal{N}}_{\lambda}=\widetilde{\mathcal{N}}_{\lambda}\left(T_{\min }\right):=\left\{\tilde{z} \in \tilde{\ell}_{\psi}^{2} \mid\{\tilde{z}, \lambda \tilde{z}\} \in T_{\min }^{*}=T_{\max }\right\}, \quad \tilde{n}_{\lambda}:=\operatorname{dim} \widetilde{\mathcal{N}}_{\lambda} .
$$

Since $T_{\min }$ is a closed, symmetric linear relation by Theorem 6.4.11, it follows that the value of the deficiency indices $\tilde{n}_{\lambda}$ is constant on each of the open upper and lower halfplanes of $\mathbb{C}$, i.e., $\tilde{n}_{ \pm \lambda}=\tilde{n}_{ \pm i}$ for all $\lambda \in \mathbb{C}_{+} ;$cf. [143, Theorem 2.13]. Thus we let $\tilde{n}_{ \pm}:=\tilde{n}_{ \pm i}$. In addition, we introduce the following two subspaces

$$
\begin{gathered}
\mathcal{N}_{\lambda}:=\left\{z \in \ell_{\psi}^{2} \mid \mathscr{L}(z)_{k}=\lambda \psi_{k} z_{k} \text { for all } k \in \mathcal{I}_{z}\right\}, \quad n_{\lambda}:=\operatorname{dim} \mathcal{N}_{\lambda}, \\
\widetilde{\mathfrak{N}}_{\lambda}=\widetilde{\mathfrak{N}}_{\lambda}\left(T_{\text {min }}\right):=\left\{\{\tilde{z}, \lambda \tilde{z}\} \mid\{\tilde{z}, \lambda \tilde{z}\} \in T_{\max }\right\} .
\end{gathered}
$$

In other words, the subspace $\mathcal{N}_{\lambda} \subseteq \ell_{\psi}^{2}$ consists of all square summable solutions of system ( $\delta_{\lambda}$ ) and $n_{\lambda}$ denotes the number of linearly independent square summable solutions of system ( $\delta_{\lambda}$ ), while $\widetilde{\mathfrak{N}}_{\lambda}$ is a subspace associated with the defect subspace $\overline{\mathcal{N}}_{\lambda}$. Then we obtain the following von Neumann decomposition of the maximal linear relation $T_{\max }$ in terms of the minimal linear relation $T_{\text {min }}$ and the subspaces $\widetilde{\mathfrak{R}}_{\lambda}$ and $\widetilde{\mathfrak{R}}_{\bar{\lambda}}$, i.e.,

$$
\begin{equation*}
T_{\text {max }}=T_{\min }+\overline{\mathfrak{N}}_{\lambda}+\overline{\mathfrak{N}}_{\bar{\lambda}}, \tag{6.84}
\end{equation*}
$$

where the direct sum $\dot{+}$ is orthogonal if $\lambda= \pm i$, see (A.9).
Assuming that rank $\vartheta\left(\widehat{\mathcal{I}}_{\mathbb{Z}}\right)$ is maximal, as described in Lemma 6.2.10, we next show a relationship between the numbers $n_{\lambda}$ and $\tilde{n}_{\lambda}$.
Theorem 6.4.13. Let $\overline{\mathcal{I}}_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ be a finite discrete interval such that the value of $\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$ is maximal. Then, for any $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
n_{\lambda}=\tilde{n}_{\lambda}+2 n-\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right) . \tag{6.85}
\end{equation*}
$$

Proof. Let $\lambda \in \mathbb{C}$ be given and $\pi_{1}$ denote the restriction of the quotient space map $\pi$ (introduced at the beginning of this section) given by $\pi_{1}:=\left.\pi\right|_{\mathcal{N}_{\lambda}}: \mathcal{N}_{\lambda} \rightarrow \widetilde{\mathcal{N}}_{\lambda}$. Since for any $\tilde{z} \in \widetilde{\mathcal{N}}_{\lambda}$ there exists $\mathcal{z} \in \tilde{z}$ solving system ( $f_{\lambda}$ ), i.e., $\mathcal{z} \in \mathcal{N}_{\lambda}$, the map $\pi_{1}$ is surjective. Thus

$$
\begin{equation*}
\operatorname{dim} \mathcal{N}_{\lambda}=\operatorname{dim} \widetilde{\mathcal{N}}_{\lambda}+\operatorname{dim}\left(\operatorname{Ker} \pi_{1}\right) . \tag{6.86}
\end{equation*}
$$

Moreover, we note that

$$
\operatorname{Ker} \pi_{1}=\left\{z \in \ell_{\psi}^{2} \mid \mathscr{L}(z)_{k}=\lambda \psi_{k} z_{k} \text { and } \psi_{k} z_{k}=0 \text { for all } k \in \mathcal{I}_{\mathbb{z}}\right\},
$$

which shows that $z \in \operatorname{Ker} \pi_{1}$ if and only if $z=\Theta \xi$ for some $\xi \in \bigcap_{K=0}^{N} \operatorname{Ker} \vartheta\left([0, K]_{\mathbb{Z}}\right)=$ $\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)$. Therefore $\operatorname{dim}\left(\operatorname{Ker} \pi_{1}\right)=\operatorname{dim}\left[\operatorname{Ker} \vartheta\left(\widetilde{\mathcal{I}}_{\mathbb{Z}}\right)\right]=2 n-\operatorname{rank} \vartheta\left(\overline{\mathcal{I}}_{\mathbb{Z}}\right)$, which together with equality (6.86) implies (6.85).

As a direct consequence of equality (6.85) we get the following properties of the numbers $n_{\lambda}$ and $\tilde{n}_{\lambda}$.
Corollary 6.4.14. The following statements hold true:
(i) $n_{\lambda}-\tilde{n}_{\lambda}$ is nonnegative and constant for all $\lambda \in \mathbb{C}$;
(ii) $n_{\lambda}=\tilde{n}_{\lambda}$ for some (and hence for any) $\lambda \in \mathbb{C}$ if and only if system $\left(s_{\lambda}\right)$ is definite on $[0, \infty)_{\mathbb{Z}}$;
(iii) $n_{\lambda}$ is constant in the half-planes $\mathbb{C}_{+}$and $\mathbb{C}_{-}$.

Proof. The first statement follows from equality (6.85) and Lemma 6.2.9, while for the second statement it suffices to combine (6.85), Theorem 6.2.11, and Lemma 6.2.3. Finally, since the minimal linear relation $T_{\min }$ is symmetric, see (6.75) and (6.76), the number $\tilde{n}_{\lambda}$ is constant in the half-planes $\mathbb{C}_{+}$and $\mathbb{C}_{-}$by [143, Theorem 2.13]. Hence the value of $n_{\lambda}$ is also constant in $\mathbb{C}_{+}$and $\mathbb{C}_{-}$by the first part.

Remark 6.4.15. The last statement of Corollary 6.4.14 extends the enumeration and analysis of linearly independent square summable solutions of system ( $S_{\lambda}$ ) provided in Section 2.4, see Theorem 2.4.8 and also equality (6.3). More precisely, since the number of linearly independent square summable solutions of system $\left(f_{\lambda}\right)$ or $\left(S_{\lambda}\right)$ is constant in $\mathbb{C}_{+}$ and $\mathbb{C}_{-}$, the the same property possesses also the function $r(\lambda)$ defined in (2.56) as it was already mentioned in Remark 2.4.21. Moreover, in the final result of this chapter we complete this analysis by a basic estimate, which shows that the number of linearly independent square summable solutions on the real line cannot exceed the same number calculated for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
Theorem 6.4.16. For any $\lambda \in \mathbb{C}$ we have

$$
\begin{equation*}
\operatorname{Ker}\left(T_{\min }-\lambda I\right)=\{\tilde{0}\} \tag{6.87}
\end{equation*}
$$

Moreover, for every $\lambda \in \mathbb{R}$ we have $\tilde{n}_{\lambda} \leq \tilde{n}_{ \pm}$and $n_{\lambda} \leq n_{ \pm i}$.
Proof. First, suppose that $\mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}$ for some $N \in \mathbb{N} \cup\{0\}$. Let $\lambda \in \mathbb{C}, \tilde{f} \in \tilde{\ell}_{\psi}^{2}$, and $\tilde{z} \in \tilde{\ell}_{\psi}^{2}$ be determined by $z \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n}$ constructed as in (6.73). Then $\mathscr{L}(z)=\lambda \psi z+\psi f$ on $\mathcal{I}_{\mathbb{Z}}$, which yields $\{\tilde{z}, \tilde{f}\} \in T_{\max }-\lambda I$, i.e., $\tilde{f} \in \operatorname{Ran}\left(T_{\max }-\lambda I\right)$. Hence $\tilde{\ell}_{\psi}^{2}=\operatorname{Ran}\left(T_{\max }-\lambda I\right)$, because $\lambda$ and $\tilde{f}$ were chosen arbitrarily. Thus

$$
\operatorname{Ker}\left(T_{\min }-\lambda I\right) \stackrel{(\mathrm{A} .5)}{=}\left[\operatorname{Ran}\left(T_{\min }^{*}-\bar{\lambda} I\right)\right]^{\perp} \stackrel{(6.77)}{=}\left[\operatorname{Ran}\left(T_{\max }-\bar{\lambda} I\right)\right]^{\perp}=\left(\tilde{\ell}_{\psi}^{2}\right)^{\perp}=\{\tilde{0}\} .
$$

On the other hand, let now $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$. Then for $\lambda \in \mathbb{C}, \tilde{f} \in \tilde{\ell}_{\psi, 1}^{2}$, and $\tilde{z} \in \tilde{\ell}_{\psi, 1}^{2}$ determined by the sequence $z \in \mathbb{C}\left([0, \infty)_{\mathbb{Z}}\right)^{2 n}$ constructed as in (6.74) we obtain that $\{\tilde{z}, \tilde{f}\} \in T_{\max }-\lambda I$, see the proof of Lemma 6.4.9. Hence $\tilde{\ell}_{\psi, 1}^{2} \subseteq \operatorname{Ran}\left(T_{\max }-\lambda I\right)$. Since $\tilde{\ell}_{\psi, 1}^{2}$ is a dense subspace of $\tilde{\ell}_{\psi}^{2}$, it follows that $\operatorname{Ran}\left(T_{\max }-\lambda I\right)$ is also dense in $\tilde{\ell}_{\psi}^{2}$ for any $\lambda \in \mathbb{C}$. Thus, for the proof of equality (6.87) it suffices to utilize an analogous calculation as in the previous part. The remaining assertions follow from (A.10) and Corollary 6.4.14(i).

### 6.5 Bibliographical notes

The results of this chapter were published in [A18] except for Remark 6.1.4, Lemmas 6.2.8 and 6.4.3, and Theorem 6.4.12, which were published later in [A21]. Their generalization to symplectic systems on time scales is one of the goals of the current research.

Chapter 6. Nohomogeneous problem and maximal and minimal linear relations his death what he thought were his three greatest achievements ... Johnny replied to the academy that he considered his most important contributions to have been on the theory of self-adjoint operators in Hilbert space, and on the mathematical foundations of quantum theory and the ergodic theorem.

John von Neumann, see [118, pg. 24]

## Chapter

 7
## Self-adjoint extensions

This final chapter is devoted to the characterization of all self-adjoint extensions of the minimal linear relation $T_{\text {min }}$ defined in (6.76). The description of self-adjoint extensions and their particular cases is a classic problem in the theory of differential and difference equations, see $[14,27,44,51,60,80,81,95,98,119,124,126,127,147,159,160,162,169]$ and [A5]. As in $[135,160,162,169]$, our main result is obtained by using square summable solutions of system $\left(f_{\lambda}\right)$ and the Glazman-Krein-Naimark theory, see again the Appendix of this thesis for general results from the latter theory.

Throughout this chapter we consider system ( $\delta_{\lambda}$ ) with the coefficients specified in Notation 6.1.2 and it is organized as follows. In Section 7.1 we establish a limit point criterion for system ( $\delta_{\lambda}$ ), see Theorem 7.1.1. In Section 7.2 we present the main result, Theorem 7.2.1, concerning the characterization of self-adjoint extensions of the minimal linear relation associated with system ( $\delta_{\lambda}$ ). We apply this to a consideration of the $2 \times 2$ (scalar) case for a finite discrete interval and describe the Krein-von Neumann extension explicitly, see Theorems 7.2.7 and 7.2.9, and Example 7.2.8. We note that there is no analogue of Theorems 7.1.1, 7.2.7, 7.2.9 and Example 7.2.8 in the setting of system (2.6). Finally, Section 7.3 is devoted to the proof of Theorem 7.2.1.

### 7.1 Limit point criterion

As noted in the Appendix, the equality $\tilde{n}_{+}=\tilde{n}_{-}$is necessary and sufficient for the existence of a self-adjoint extension of the minimal linear relation $T_{\text {min }}$. Since the latter equality is equivalent with $n_{+}=n_{-}$by Corollary 6.4.14(i), we need to guarantee that the number of linearly independent square summable solutions of system $\left(\delta_{\lambda}\right)$ is constant on the set $\mathbb{C} \backslash \mathbb{R}$. This condition is trivially satisfied if the discrete interval $\mathcal{I}_{\bar{z}}$ is finite or if system $\left(\delta_{\lambda}\right)$ is in the limit circle case for some (and hence for all) $\lambda \in \mathbb{C}$, i.e., $n_{\lambda}=2 n$, while it can be violated in any other case $n_{\lambda}<2 n$ with $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$, see Remarks 2.4.21 and 6.4.15. Moreover, it was also discussed in Remark 2.4.16 that the classical limit point criterion for linear Hamiltonian differential and difference systems (2.5) and (2.6) utilizes the minimal eigenvalue of the corresponding weight matrix and a similar criterion cannot be derived
in the current setting. Nevertheless, in the following theorem we give conditions, which imply the invariance of the limit point case on $\mathbb{C} \backslash \mathbb{R}$ for system $\left(\delta_{\lambda}\right)$ with the special linear dependence on $\lambda$ specified in (6.25), i.e., for system (6.26); cf. [134, Theorem 6.2]. This statement is a discrete analogue of [116, Theorem 5.6].
Theorem 7.1.1. Let $\mathcal{I}_{\bar{z}}=[0, \infty)_{\mathbb{z}}$ and consider system ( $\mathcal{I}_{\lambda}$ ) with the coefficients given in (6.25), where $\mathscr{B}_{k}^{*} \mathscr{C}_{k} \equiv 0, \mathscr{B}_{k}^{*} \mathscr{D}_{k}>0$, and $\mathscr{W}_{k}>0$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. If there exists $h \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{1}$ such that $h_{k} \geq h>0$ and

$$
\begin{equation*}
\mathscr{A}_{k}^{*} \mathscr{C}_{k} \geq-h_{k} \widetilde{W}_{k+1}, \quad \sum_{k=0}^{\infty} \frac{1}{g_{k} \sqrt{h_{k}}}=\infty, \tag{7.1}
\end{equation*}
$$

where $g_{k}:=\max \left\{1,\left\|\mathscr{W}_{k+1}^{-1 / 2}\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{-1 / 2}\right\|_{2}\right\}$, and a constant $T \geq 0$ such that

$$
\begin{equation*}
\Delta\left(\frac{1}{h_{k}}\right) g_{k} \leq \frac{T}{\sqrt{h_{k}}} \quad \text { for all } k \in \mathcal{I}_{\mathbb{Z}} \tag{7.2}
\end{equation*}
$$

then system $\left(\delta_{\lambda}\right)$ is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$, i.e., $n_{\lambda}=n$ for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.
Proof. System ( $\delta_{\lambda}$ ) with the coefficients from (6.25) can be written as (6.26) and the invertibility of $\mathscr{B}_{k}$ and $\mathscr{W}_{k}$ on $\mathcal{I}_{\mathbb{Z}}$ implies the definiteness of this system by Theorem 6.2.5. In accordance with Theorem 2.4.3, we have $n_{\lambda}=n$ if and only if $\widetilde{\mathscr{Z}}_{k}(\lambda) \xi \notin \ell_{\psi}^{2}$ for any $\xi \in \mathbb{C}^{n} \backslash\{0\}$, where $\overline{\mathscr{L}}(\lambda)$ is the same as in Section 6.3, i.e., the $2 n \times n$ solution of system $\left(\delta_{\lambda}\right)$ determined by the initial condition $\widetilde{Z}_{0}(\lambda)=-\partial \alpha^{*}$ with a given $\alpha \in \Gamma$. Then $z_{k}:=\binom{x_{k}}{u_{k}}=\widetilde{\mathscr{Z}}_{k}(\lambda) \xi$ with $x, u \in \mathbb{C}\left([0, \infty)_{\mathbb{z}}\right)^{n}$ satisfies $z_{0}^{*} \partial z_{0}=0$. Moreover, it is sufficient to consider only $\lambda= \pm i$, because the number $n_{\lambda} \geq n$ is constant in $\mathbb{C}_{+}$and $\mathbb{C}_{-}$by Corollary 6.4.14(iii). Hence, let $\xi \in \mathbb{C}^{n} \backslash\{0\}$ and $\lambda \in\{ \pm i\}$ be fixed. We show that under the current assumptions we have $z \notin \ell_{\psi}^{2}$.

Let us assume that $z \in \ell_{\psi}^{2}$. By a direct calculation, we obtain from the block structure of the system at hand, see (6.26), and from the symplecticity of the matrix $s_{k}$, see identities (1.17) and (1.18), that

$$
\Delta\left(x_{k}^{*} u_{k}\right)=-x_{k+1}^{*} \mathscr{A}_{k}^{*} \mathscr{C}_{k} x_{k+1}-x_{k+1}^{*} \mathscr{C}_{k}^{*} \mathscr{B}_{k} u_{k+1}-u_{k+1}^{*} \mathscr{B}_{k}^{*} \mathscr{C}_{k} x_{k+1}-u_{k+1}^{*} \mathscr{B}_{k}^{*} \mathscr{D}_{k} u_{k+1}-\lambda x_{k}^{*} \mathscr{W}_{k} x_{k} .
$$

Since $\mathscr{P}_{k}^{*} \mathscr{D}_{k}>0$ and $h_{k}>0$, the quantity $\mathscr{F}_{k}(x, u):=\left(\sum_{j=0}^{k} \frac{1}{h_{j}} u_{j+1}^{*} \mathscr{B}_{j}^{*} \mathscr{D}_{j} u_{j+1}\right)^{1 / 2} \geq 0$ is well-defined. Then the latter equality and the assumption $\mathscr{B}_{k}^{*} \mathscr{C}_{k} \equiv 0$ yield

$$
\begin{equation*}
\mathscr{F}_{k}^{2}(x, u)=-\sum_{j=0}^{k} \frac{1}{h_{j}} x_{j+1}^{*} \mathscr{l}_{j}^{*} \mathscr{C}_{j} x_{j+1}-\lambda \sum_{j=0}^{k} \frac{1}{h_{j}} x_{j}^{*} \mathscr{W}_{j} x_{j}-\sum_{j=0}^{k} \frac{1}{h_{j}} \Delta\left(x_{j}^{*} u_{j}\right) . \tag{7.3}
\end{equation*}
$$

From the Hermitian property and positive definiteness of $\mathscr{W}_{k}$ and $\mathscr{B}_{k}^{*} \mathscr{D}_{k}$, the CauchySchwarz inequality, inequality (1.8), and the definition of $g_{k}$ we obtain

$$
\begin{align*}
\left|x_{k+1}^{*} u_{k+1}\right| & =\left|\left(\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right)^{*} \mathscr{W}_{k+1}^{-1 / 2}\left(\mathscr{A}_{k}^{*} \mathscr{D}_{k}\right)^{-1 / 2}\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right| \\
& \leq\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times\left\|\mathscr{W}_{k+1}^{-1 / 2}\left(\mathscr{A}_{k}^{*} \mathscr{D}_{k}\right)^{-1 / 2}\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2} \\
& \leq\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times\left\|\mathscr{W}_{k+1}^{-1 / 2}\left(\mathscr{S}_{k}^{*} \mathscr{D}_{k}\right)^{-1 / 2}\right\|_{\sigma} \times\left\|\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2} \\
& \leq g_{k}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|\left\|_{2} \times\right\|\left(\mathscr{S}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1} \|_{2} . \tag{7.4}
\end{align*}
$$

Hence the latter inequality, assumption (7.2), the Cauchy-Schwarz inequality, and the inequality of arithmetic and geometric means $\sqrt{a b} \leq \frac{a+b}{2}$ yield

$$
\begin{align*}
\left|\sum_{j=0}^{k} \Delta\left(\frac{1}{h_{j}}\right) x_{j+1}^{*} u_{j+1}\right| & \leq \sum_{j=0}^{k} \Delta\left(\frac{1}{h_{j}}\right)\left|x_{j+1}^{*} u_{j+1}\right| \leq \sum_{j=0}^{k} \Delta\left(\frac{1}{h_{j}}\right) g_{j}\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2} \times\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2} \\
& \leq \sum_{j=0}^{k} T\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2} \times h_{j}^{-1 / 2}\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2} \\
& \leq\left(T^{2} \sum_{j=0}^{k}\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2}^{2}\right)^{1 / 2} \times\left(\sum_{j=0}^{k} h_{j}^{-1}\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2}^{2}\right)^{1 / 2} \\
& \leq \frac{1}{2}\left(T^{2} \sum_{j=0}^{k}\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2}^{2}+\sum_{j=0}^{k} h_{j}^{-1}\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2}^{2}\right) \\
& \leq \frac{1}{2}\left(T^{2}\|z\|_{\psi}^{2}+\mathscr{F}_{k}^{2}(x, u)\right) . \tag{7.5}
\end{align*}
$$

By using the summation by parts together with the assumption $h_{k} \geq h$ and the inequalities from (7.4) and (7.5) we get

$$
\begin{align*}
& \left|\operatorname{re}\left[\sum_{j=0}^{k} \frac{1}{h_{j}} \Delta\left(x_{j}^{*} u_{j}\right)\right]\right| \leq\left|\sum_{j=0}^{k} \frac{1}{h_{j}} \Delta\left(x_{j}^{*} u_{j}\right)\right| \leq\left|\left[x_{j}^{*} u_{j} / h_{j}\right]_{0}^{k+1}-\sum_{j=0}^{k} \Delta\left(\frac{1}{h_{j}}\right) x_{j+1}^{*} u_{j+1}\right| \\
& \leq\left|x_{0}^{*} u_{0} / h_{0}\right|+\left|x_{k+1}^{*} u_{k+1} / h_{k+1}\right|+\left|\sum_{j=0}^{k} \Delta\left(\frac{1}{h_{j}}\right) x_{j+1}^{*} u_{j+1}\right| \\
& \leq T_{1}+\frac{1}{h} g_{k}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times\left\|\left(\mathscr{P}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2}+\frac{1}{2}\left(T^{2}\|z\|_{\psi}^{2}+\mathscr{F}_{k}^{2}(x, u)\right) \tag{7.6}
\end{align*}
$$

where $T_{1}:=\left|x_{0}^{*} u_{0} / h_{0}\right|$. Since

$$
\operatorname{re}\left(\mathscr{F}_{k}^{2}(x, u)\right)=-\sum_{j=0}^{k} \frac{1}{h_{j}} x_{j+1}^{*} \mathscr{A}_{j}^{*} \mathscr{C}_{j} x_{j+1}-\operatorname{re}\left(\sum_{j=0}^{k} \frac{1}{h_{j}} \Delta\left(x_{j}^{*} u_{j}\right)\right)
$$

and the inequality in (7.1) implies

$$
-\sum_{j=0}^{k} \frac{1}{h_{j}} x_{j+1}^{*} \mathscr{A}_{j}^{*} \mathscr{C}_{j} x_{j+1} \leq \sum_{j=0}^{k} x_{j+1}^{*} \mathscr{W}_{j} x_{j+1} \leq\|z\|_{\psi^{\prime}}^{2}
$$

it follows from (7.3) and (7.6) that

$$
\frac{1}{2} \sum_{j=0}^{k} g_{j}^{-1} h_{j}^{-1 / 2} \mathscr{F}_{j}^{2}(x, u) \leq T_{2} \sum_{j=0}^{k} g_{j}^{-1} h_{j}^{-1 / 2}+\frac{1}{h} \sum_{j=0}^{k} h_{j}^{-1 / 2}\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2} \times\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2^{\prime}}
$$

where we put $T_{2}:=T_{1}+\left(1+T^{2} / 2\right)\|z\|_{\psi}^{2}$. Then with the aid of the Cauchy-Schwarz inequality we obtain

$$
\begin{align*}
G_{k}:=\frac{1}{2} \sum_{j=0}^{k} g_{j}^{-1} h_{j}^{-1 / 2}\left[\mathscr{F}_{j}^{2}(x, u)-2 T_{2}\right] & \leq \frac{1}{h}\left(\sum_{j=0}^{k}\left\|\mathscr{W}_{j+1}^{1 / 2} x_{j+1}\right\|_{2}^{2}\right)^{1 / 2} \times\left(\sum_{j=0}^{k}\left\|\left(\mathscr{B}_{j}^{*} \mathscr{D}_{j}\right)^{1 / 2} u_{j+1}\right\|_{2}^{2}\right)^{1 / 2} \\
& \leq \frac{1}{h}\|z\|_{\psi} \mathscr{F}_{k}(x, u) \tag{7.7}
\end{align*}
$$

$\qquad$

In the next part we show that $\mathscr{F}_{k}^{2}(x, u) \leq 2 T_{2}$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. Assume that there exists an index $m \in \mathcal{I}_{\mathbb{Z}}$ such that $\mathscr{F}_{m}^{2}(x, u)>2 T_{2}$. Since $\mathscr{F}_{k}^{2}(x, u)$ is nondecreasing, we have $\mathscr{F}_{k}^{2}(x, u)-2 T_{2}>t$ for all $k \in[m, \infty)_{\mathbb{Z}}$, where $t:=\mathscr{F}_{m}^{2}(x, u)-2 T_{2}$. Also $G_{k}$ is nondecreasing for all $k \in[m-1, \infty)_{\mathbb{Z}}$ and for all $k \in[m, \infty)_{\mathbb{Z}}$ we get from inequality (7.7) and the relation $\mathscr{F}_{k}^{2}(x, u)=2 g_{k} h_{k}^{1 / 2} \Delta G_{k-1}+2 T_{2}$ that

$$
\begin{equation*}
h^{2}-2\|z\|_{\psi}^{2} G_{k}^{-2} T_{2} \leq 2 G_{k}^{-2}\|z\|_{\psi}^{2} g_{k} h_{k}^{1 / 2} \Delta G_{k-1} . \tag{7.8}
\end{equation*}
$$

In addition, $G_{k} \geq \frac{t}{2} \sum_{j=0}^{k} g_{j}^{-1} h_{j}^{-1 / 2} \rightarrow \infty$ as $k \rightarrow \infty$ by the second part of (7.1). Now, let $0<a<2 h^{2}$ be arbitrary and $\ell \in[m, \infty)_{\mathbb{Z}}$ be such that $G_{\ell} \geq 2\|z\|_{\psi} T_{2}^{1 / 2} / \sqrt{2 h^{2}-a}$. Then we have $a / 2 \leq h^{2}-2 G_{k}^{-2} T_{2}\|z\|_{\psi}^{2}$ for all $k \in[\ell, \infty)_{\mathbb{Z}}$, which together with (7.8) yields for any $k \in[\ell+1, \infty)_{\mathbb{Z}}$ that

$$
\begin{aligned}
\frac{a}{2} \sum_{j=\ell+1}^{k} \frac{1}{g_{j} h_{j}^{1 / 2}} & \leq \sum_{j=\ell+1}^{k} \frac{1}{g_{j} h_{j}^{1 / 2}}\left(h^{2}-2 G_{j}^{-2} T_{2}\|z\|_{\psi}^{2}\right) \leq \sum_{j=\ell+1}^{k} 2 G_{j}^{-2}\|z\|_{\psi}^{2} \Delta G_{j-1} \\
& \leq 2\|z\|_{\psi}^{2} \sum_{j=\ell+1}^{k} \frac{\Delta G_{j-1}}{G_{j} G_{j-1}} \leq-2\|z\|_{\psi}^{2} \sum_{j=\ell+1}^{k} \Delta\left(\frac{1}{G_{j-1}}\right) \leq 2\|z\|_{\psi}^{2} \frac{1}{G_{\ell}}<\infty .
\end{aligned}
$$

But it contradicts the second assumption from (7.1) as $k \rightarrow \infty$. Thus it holds $\mathscr{F}_{k}^{2}(x, u) \leq 2 T_{2}$ for all $k \in \mathcal{I}_{\mathbb{Z}}$, i.e.,

$$
\begin{equation*}
\sum_{j=0}^{\infty} h_{j}^{-1} u_{j+1}^{*} \mathscr{B}_{j}^{*} \mathscr{D}_{j} u_{j+1} \leq 2 T_{2}<\infty . \tag{7.9}
\end{equation*}
$$

Since system $\left(\delta_{\lambda}\right)$ is definite on $[0, \infty)_{\mathbb{Z}}$, there exists $s \in \mathcal{I}_{\mathbb{Z}}$ such that $\sum_{j=0}^{s} z_{k}^{*} \psi_{k} z_{k}=T_{3}>0$. Hence the positive definiteness of $\mathscr{W}_{k}$ and the extended Lagrange identity in (6.11) yield

$$
\begin{equation*}
\left|z_{k+1}^{*} \partial_{k+1}\right|=\left|z_{0}^{*} \partial z_{0} \pm 2 i \sum_{j=0}^{k} z_{j}^{*} \psi_{j} z_{j}\right|=2\left|\sum_{j=0}^{k} z_{j}^{*} \psi_{j} z_{j}\right| \geq 2\left|\sum_{j=0}^{s} z_{j}^{*} \psi_{j} z_{j}\right|=2 T_{3} \tag{7.10}
\end{equation*}
$$

for any $k \in[s, \infty)_{z}$. Simultaneously, we get from (7.4) the estimate

$$
\begin{equation*}
\left|z_{k+1}^{*} \partial z_{k+1}\right| \leq 2\left|x_{k+1}^{*} u_{k+1}\right| \leq 2 g_{k} h_{k}^{1 / 2}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times h_{j}^{-1 / 2}\left\|\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2} . \tag{7.11}
\end{equation*}
$$

Inequalities (7.9), (7.10), (7.11) together with the Cauchy-Schwarz inequality imply for any $k \in[s, \infty)_{\mathbb{Z}}$ that

$$
\begin{aligned}
\sum_{j=s}^{k} \frac{1}{g_{j} h_{j}^{1 / 2}} & \leq \sum_{j=s}^{k} \frac{2}{\left|z_{j+1}^{*} J_{j+1}\right|}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times h_{j}^{-1 / 2}\left\|\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2} \\
& \leq \frac{1}{T_{3}} \sum_{j=s}^{k}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2} \times h_{j}^{-1 / 2}\left\|\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2} \\
& \leq \frac{1}{T_{3}}\left(\sum_{j=s}^{k}\left\|\mathscr{W}_{k+1}^{1 / 2} x_{k+1}\right\|_{2}^{2}\right)^{1 / 2} \times\left(\sum_{j=s}^{k} h_{j}^{-1}\left\|\left(\mathscr{B}_{k}^{*} \mathscr{D}_{k}\right)^{1 / 2} u_{k+1}\right\|_{2}^{2}\right)^{1 / 2} \\
& \leq \frac{1}{T_{3}}\|z\|_{\psi} \sqrt{2} T_{2}^{1 / 2}<\infty,
\end{aligned}
$$

which (again) contradicts the second condition in (7.1) as $k \rightarrow \infty$. Hence $z \notin \ell_{\psi}^{2}$. Since $\xi$ and $\lambda$ were chosen arbitrarily, it follows that $\widetilde{Z}(\lambda) \xi \notin \ell_{\psi}^{2}$ for any $\xi \in \mathbb{C}^{n} \backslash\{0\}$. Therefore, system $\left(\mathcal{\delta}_{\lambda}\right)$ is in the limit point case for $\lambda \in\{ \pm i\}$ and consequently for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

Upon applying Theorem 7.1 .1 to system (6.22) with $q_{k} \equiv 0$ we obtain the following corollary for a special case of the second order Sturm-Liouville difference equation (6.24), because one easily observes that $z(\lambda) \in \ell_{\psi}^{2}$ if and only if $\sum_{k=0}^{\infty}\left|y_{k}(\lambda)\right|^{2} w_{k}<\infty$, where $z_{k}(\lambda)$ are $\psi_{k}$ are as in Example 6.2.4.
Corollary 7.1.2. Let $\mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}}$ and consider equation (6.24) with $q_{k} \equiv 0, p_{k}<0$ and $w_{k}>0$ for all $k \in \mathcal{I}_{\mathbb{Z}}$. If there exist $h_{k} \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{1}$ and a constant $T \geq 0$ such that $h_{k} \geq h>0$ and

$$
\sum_{k=0}^{\infty} \frac{1}{g_{k} \sqrt{h_{k}}}=\infty, \quad \Delta\left(\frac{1}{h_{k}}\right) g_{k} \leq \frac{T}{\sqrt{h_{k}}}, \quad k \in \mathcal{I}_{\mathbb{Z}}
$$

where $g_{k}:=\max \left\{1,\left(-\frac{p_{k+1}}{w_{k+1}}\right)^{1 / 2}\right\}$, then equation (6.24) is in the limit point case for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$, i.e., there exists only one nontrivial solution satisfying $\sum_{k=0}^{\infty}\left|y_{k}(\lambda)\right|^{2} w_{k}<\infty$.

It was shown in [96, Theorem 10], see also [157, Corollary 3.1], that equation (6.24) with $p_{k} \neq 0$ and $w_{k}>0$ is in the limit point case for any $\lambda \in \mathbb{C} \backslash \mathbb{R}$ if $\sum_{k=0}^{\infty} \frac{\left(w_{k} w_{k+1}\right)^{1 / 2}}{\left|p_{k+1}\right|}=\infty$. Corollary 7.1.2 partially generalizes this classical limit-point criterion as shown in the following example; cf. [A23, Example 3.4].
Example 7.1.3. Let us consider the equation

$$
\begin{equation*}
\text { (6.24), } \quad p_{k} \equiv-1, \quad q_{k} \equiv 0, \quad w_{k}=1 /(k+1)^{2}, \quad \mathcal{I}_{\mathbb{Z}}=[0, \infty)_{\mathbb{Z}} \tag{7.12}
\end{equation*}
$$

Then the criterion from [96, Theorem 10] cannot be applied, because

$$
\sum_{k=0}^{\infty} \frac{\left(w_{k} w_{k+1}\right)^{1 / 2}}{\left|p_{k+1}\right|}=\sum_{k=0}^{\infty} \sqrt{\frac{1}{(k+1)^{2}(k+2)^{2}}}=1<\infty
$$

On the other hand, the assumptions of Corollary 7.1.2 are satisfied with $h_{k} \equiv 1, g_{k}=k+2$, and $T=0$, i.e., equation (7.12) is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$. This fact can be verified directly by using the Weyl alternative, see e.g. [9, Theorem 5.6.1] or Corollary 2.4.23. More precisely, equation (7.12) with $\lambda=0$ possesses two linearly independent solutions $y_{k}^{[1]} \equiv 1$ and $y_{k}^{[2]}=k$ for $k \in \mathcal{I}_{\mathbb{Z}} \cup\{-1\}$. Since only $y^{[1]}$ is square summable with respect to $w_{k}$, it follows from the Weyl alternative that equation (7.12) has to be in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$.

### 7.2 Main results

According to Corollary 6.4.14(iii), the number of linearly independent square summable solutions of system $\left(f_{\lambda}\right)$ is constant in the upper and lower half-planes of $\mathbb{C}$. Hence the numbers $n_{+}:=n_{\lambda}$ for $\lambda \in \mathbb{C}_{+}$and $n_{-}:=n_{\lambda}$ for $\lambda \in \mathbb{C}_{-}$are well-defined. Let $\lambda_{0} \in \mathbb{C}_{+}$be fixed. Then system $\left(\delta_{\lambda_{0}}\right)$ has $n_{+}$linearly independent square summable solutions, which we denote by $s^{[1]}\left(\lambda_{0}\right), \ldots, s^{[n+]}\left(\lambda_{0}\right)$, and similarly system $\left(\delta_{\bar{\lambda}_{0}}\right)$ has $n_{-}$linearly independent square summable solutions, which we denote by $s^{[1]}\left(\bar{\lambda}_{0}\right), \ldots, s^{[n-]}\left(\bar{\lambda}_{0}\right)$. Let

$$
\begin{align*}
\varphi_{k}^{[i]}:= & s_{k}^{[i]}\left(\lambda_{0}\right), \quad \varphi_{k}^{\left[j+n_{+}\right]}:=s_{k}^{[j]}\left(\bar{\lambda}_{0}\right), \quad i \in\left\{1, \ldots, n_{+}\right\}, \quad j \in\left\{1, \ldots, n_{-}\right\}, \quad k \in \mathcal{I}_{\mathbb{Z}}^{+},  \tag{7.13}\\
& \Theta_{k}^{+}:=\left(\varphi_{k}^{[1]}, \ldots, \varphi_{k}^{[n+]}\right), \quad \Theta_{k}^{-}:=\left(\varphi_{k}^{[1+n+]}, \ldots, \varphi_{k}^{[p]}\right), \quad \text { and } \quad p:=n_{+}+n_{-} .
\end{align*}
$$

Note that $2 n \leq \beta \leq 4 n$. Moreover, if system $\left(\delta_{\lambda}\right)$ is definite on $\mathcal{I}_{\boldsymbol{z}}$, then the solutions $\varphi^{[1]}, \ldots, \varphi^{[p]}$ belong to different equivalence classes. Hence for all $i \in\left\{1, \ldots, n_{+}\right\}$and $j \in\left\{n_{+}+1, \ldots, p\right\}$ we have $\left\{\bar{\varphi}^{[l]}, \lambda_{0} \bar{\varphi}^{[i]}\right\} \in T_{\max }$ and $\left\{\widetilde{\varphi}^{[1]}, \bar{\lambda}_{0} \bar{\varphi}^{[j]}\right\} \in T_{\max }$ with $\bar{\varphi}^{[l]} \equiv \varphi^{[l]}$ for $\ell \in\{1, \ldots, p\}$. We also define the matrix $\Omega:=\left(\left(\Theta^{+}, \Theta^{-}\right),\left(\Theta^{+}, \Theta^{-}\right)\right)_{N+1}$, i.e.,

$$
\Omega=\left(\begin{array}{cc}
\Omega^{[1,1]} & \Omega^{[1,2]}  \tag{7.14}\\
\Omega^{[2,1]} & \Omega^{[2,2]}
\end{array}\right)=\left(\begin{array}{ccc}
\left(\varphi^{[1]}, \varphi^{[1]}\right)_{N+1} & \ldots & \left(\varphi^{[1]}, \varphi^{[p]}\right)_{N+1} \\
\vdots & \ddots & \vdots \\
\left(\varphi^{[p]}, \varphi^{[1]}\right)_{N+1} & \ldots & \left(\varphi^{[p]]}, \varphi^{[p]]}\right)_{N+1}
\end{array}\right) \in \mathbb{C}^{p \times x_{p}},
$$

where $\Omega^{[1,2]} \in \mathbb{C}^{n_{+} \times n_{-}}$. The elements $\omega_{i j}:=\left(\varphi^{[i]}, \varphi^{[j]}\right)_{N+1}$ exist finite for all $i, j \in\{1, \ldots, p\}$ by identity (6.14). Furthermore, from (6.12) one easily concludes that the matrix $\Omega^{[1,2]}$ consists of the elements $\left(\varphi^{[i]}, \varphi^{[j]}\right)_{N+1}=\left(\varphi^{[i]}, \varphi^{[j]}\right)_{0}$ for $i \in\left\{1, \ldots, n_{+}\right\}$and $j \in\left\{n_{+}+1, \ldots, p\right\}$.

Identity (6.84) implies that for any $\{\tilde{z}, \tilde{f}\} \in T_{\text {max }}$ we have

$$
\begin{equation*}
\hat{z}_{k}=\hat{v}_{k}+\sum_{j=1}^{p} \xi_{j} \varphi_{k}^{[j]}, \quad k \in \mathcal{I}_{Z}^{+}, \tag{7.15}
\end{equation*}
$$

where $\hat{v} \in \operatorname{dom} T_{\min }$ and $\xi_{1}, \ldots, \xi_{p} \in \mathbb{C}$ are determined uniquely. Especially, for the pairs $\left\{\tilde{z}^{[1]}, \tilde{f}^{[1]}\right\}, \ldots,\left\{\tilde{z}^{[2 n]}, \tilde{f}^{[2 n]}\right\} \in T_{\text {max }}$ (see Lemma 6.4.3), we get the unique expression

$$
\begin{equation*}
\hat{z}_{k}^{[i]}=\hat{v}_{k}^{[i]}+\sum_{j=1}^{p} \xi_{i, j} \varphi_{k}^{[j]}, \quad k \in \mathcal{I}_{\mathbb{Z}}^{+}, \quad i \in\{1, \ldots, 2 n\} . \tag{7.16}
\end{equation*}
$$

If we put $Z_{k}:=\left(z_{k}^{[1]}, \ldots, z_{k}^{[2 n]}\right)$ for $k \in \mathcal{I}_{\mathbb{Z}}^{+}$, then identity (7.16) implies

$$
\begin{equation*}
Z_{k}=V_{k}+\left(\Theta_{k}^{+}, \Theta_{k}^{-}\right) \Xi^{\top} \tag{7.17}
\end{equation*}
$$

where $V_{k}:=\left(\hat{v}_{k}^{[1]}, \ldots, \hat{v}_{k}^{[2 n]}\right) \in \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2 n \times 2 n}$ and the matrix $\Xi \in \mathbb{C}^{2 n \times p}$ consists of $\xi_{i, j}$. In particular, for $k=0$ we obtain $I=V_{0}+\left(\Theta_{0}^{+}, \Theta_{0}^{-}\right) \Xi^{\top}$, which together with (6.81) yields $I=\left(\Theta_{0}^{+}, \Theta_{0}^{-}\right) \Xi^{\top}$, i.e., rank $\Xi=2 n$ by the second inequality in (1.3). From the definition of ${ }^{[1]}$ (see Lemma 6.4.3), its expression in (7.16), and identity (6.81) we have

$$
0=\left(z^{[i]}, \varphi^{[l]}\right)_{N+1}=\left(\hat{\partial}^{[l]}, \varphi^{[f]}\right)_{N+1}+\sum_{j=1}^{p} \overline{\xi_{i, j}}\left(\varphi^{[j]}, \varphi^{[f]}\right)_{N+1}=\sum_{j=1}^{p} \overline{\xi_{i, j}}\left(\varphi^{[j]}, \varphi^{[f]}\right)_{N+1}
$$

for all $i \in\{1, \ldots, 2 n\}$ and any $\ell \in\{1, \ldots, p\}$, i.e., $\bar{\Xi} \Omega=0$. Since rank $\Xi=2 n$, the first inequality in (1.3) implies

$$
\operatorname{rank} \Omega \leq p-2 n .
$$

On the other hand, the equality $\Omega^{[1,2]}=\Theta_{0}^{+*} \mathcal{J} \Theta_{0}^{-}$and the first inequality in (1.3) yield

$$
\operatorname{rank} \Omega^{[1,2]} \geq p-2 n .
$$

Therefore rank $\Omega=p-2 n=\operatorname{rank} \Omega^{[1,2]}$. Since $p-2 n \leq n_{+}$and $p-2 n \leq n_{-}$, we may assume, without loss of generality, that $\varphi^{[1]}, \ldots, \varphi^{[n+]}$ are arranged such that

$$
\begin{equation*}
\operatorname{rank} \Omega_{p-2 n, n-}^{[1,2]}=p-2 n . \tag{7.18}
\end{equation*}
$$

The main result concerning the characterization of all self-adjoint extension of $T_{\min }$ is stated in the following theorem and its proof is given in Section 7.3; cf. [135, Theorem 5.7]. Recall that for the existence of a self-adjoint extension it is essential to have $n_{+}=n_{-}$.

Theorem 7.2.1. Let system ( $\mathcal{\delta}_{\lambda}$ ) be definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$, equality $n_{+}=n_{-}=: q$ hold and assume that the solutions $\varphi^{[1]}, \ldots, \varphi^{[7]}$ are arranged such that (7.18) holds. Then a linear relation $T \subseteq \tilde{\ell}_{\psi}^{2 \times 2}$ is a self-adjoint extension of $T_{\min }$ if and only if there exist matrices $M \in \mathbb{C}^{q \times 2 n}$ and $L \in \mathbb{C}^{q \times(2 q-2 n)}$ such that

$$
\begin{equation*}
\operatorname{rank}(M, L)=q, \quad M \mathcal{J} M^{*}-L \Omega_{2 q-2 n} L^{*}=0, \tag{7.19}
\end{equation*}
$$

and

$$
T=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \left\lvert\, M \hat{z}_{0}-L\left(\begin{array}{c}
\left(\varphi^{[1]}, \tilde{z}\right)_{N+1}  \tag{7.20}\\
\vdots \\
\left(\varphi^{[2 q-2 n], z)_{N+1}}\right.
\end{array}\right)=0\right.\right\} .
$$

Remark 7.2.2. If, in addition to the assumptions of Theorem 7.2.1, there exists $v \in \mathbb{R}$ such that ( $\delta_{v}$ ) has $q$ linearly independent square summable solutions $\theta^{[1]}, \ldots, \theta^{[q]}$ (we suppress the argument $v$ ), then the statement of Theorem 7.2.1 can be formulated by using these solutions, which are (without loss of generality) arranged such that the submatrix $\Upsilon_{2 q-2 n}$ has the full rank, where

$$
\Upsilon:=\left(\begin{array}{ccc}
\left(\theta^{[1]}, \theta^{[1]}\right)_{N+1} & \ldots & \left(\theta^{[1]}, \theta^{[q]}\right)_{N+1} \\
\vdots & \ddots & \vdots \\
\left(\theta^{[q]}, \theta^{[1]}\right)_{N+1} & \ldots & \left(\theta^{[[]}, \theta^{[q]}\right)_{N+1}
\end{array}\right),
$$

see Lemma 7.3.3. Moreover, the Wronskian-type identity (6.12) yields that $\Upsilon=\Theta_{0}^{*} \mathcal{J} \Theta_{0}$, where $\Theta_{k}:=\left(\theta_{k}^{[1]}, \ldots, \theta_{k}^{[q]}\right)$ for $k \in \mathcal{I}_{Z}^{+}$.

In the next part we discuss several special cases of Theorem 7.2.1. If system ( $f_{\lambda}$ ) is in the limit point case for all $\lambda \in \mathbb{C} \backslash \mathbb{R}$, i.e., $n_{+}=n_{-}=n$, then the boundary conditions at $N+1$ (which is necessary equal to $\infty$ ) are superfluous as stated in the following corollary; cf. [135, Theorem 5.9]. This situation occurs, e.g., when the assumptions of Theorem 7.1.1 are satisfied. The proof follows directly from Theorem 7.2.1.
Corollary 7.2.3. Let system $\left(f_{\lambda}\right)$ be definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ and $n_{+}=n_{-}=n$ hold. Then a linear relation $T \subseteq \tilde{\ell}_{\psi}^{2 \times 2}$ is a self-adjoint extension of $T_{\min }$ if and only if there exists a matrix $M \in \mathbb{C}^{n \times 2 n}$ such that

$$
\operatorname{rank} M=n, \quad M \mathcal{J} M^{*}=0,
$$

and

$$
T=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid M \hat{z}_{0}=0\right\} .
$$

As it was already discussed in the previous chapters, if there exists $\lambda_{0} \in \mathbb{C}$ with the property $n_{\lambda_{0}}=2 n$, then system ( $\varepsilon_{\lambda}$ ) is in the limit circle case for all $\lambda \in \mathbb{C}$, i.e., $n_{+}=n_{-}=2 n$. Hence for any $v \in \mathbb{R}$ there exist solutions $\theta^{[1]}, \ldots, \theta^{[2 n]}$ (we again suppress the argument $v$ ) of system ( $\delta_{v}$ ), which are linearly independent, square summable, and the fundamental matrix $\Theta \in \mathbb{C}\left(\mathcal{I}_{Z Z}^{+}\right)^{2 n \times 2 n}$ satisfies $\Theta_{0}=I$, which implies $\Upsilon=\mathcal{J}$, i.e., rank $\Upsilon=2 n$, see Remark 7.2.2. Upon combining the latter remark and Theorem 7.2.1 we obtain the following result; cf. [135, Theorem 5.10].
Corollary 7.2.4. Let system ( $\xi_{\lambda}$ ) be definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}, v \in \mathbb{R}$ be fixed, and assume that there exists a number $\lambda_{0} \in \mathbb{C}$ such that $n_{\lambda_{0}}=2 n$. Let $\Theta \in \mathbb{C}\left(\mathcal{I}_{Z}^{+}\right)^{2 n \times 2 n}$ be the fundamental matrix of system ( $\ell_{v}$ ) satisfying $\Theta_{0}=I$ and denote its columns by $\theta^{[1]}, \ldots, \theta^{[2 n]}$, i.e., $\Theta_{k}=\left(\theta_{k}^{[1]}, \ldots, \theta_{k}^{[2 n]}\right)$. Then a linear relation $T \subseteq \tilde{\ell}_{\psi}^{2 \times 2}$ is a self-adjoint extension of $T_{\min }$ if and only if there exist matrices $M, L \in \mathbb{C}^{2 n \times 2 n}$ such that

$$
\begin{equation*}
\operatorname{rank}(M, L)=2 n, \quad M \nmid M^{*}-L \mathcal{L} L^{*}=0, \tag{7.21}
\end{equation*}
$$

and

$$
T=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \left\lvert\, M \hat{z}_{0}-L\left(\begin{array}{c}
\left(\theta^{[1]}, \hat{z}_{N+1}\right.  \tag{7.22}\\
\vdots \\
\left(\theta^{[2 n]}, z_{N+1}\right.
\end{array}\right)=0\right.\right\} .
$$

Especially, if $\mathcal{I}_{\bar{Z}}$ is a finite discrete interval, then the equality $n_{\lambda}=2 n$ is trivially satisfied for any $\lambda \in \mathbb{C}$. Therefore we get from Corollary 7.2.4 yet one more special case of Theorem 7.2.1.
Corollary 7.2.5. Let $\mathcal{I}_{\mathbb{Z}}$ be a finite discrete interval and system $\left(\mathcal{I}_{\lambda}\right)$ be definite on $\mathcal{I}_{\mathbb{Z}}$. Then a linear relation $T \subseteq \tilde{\ell}_{\psi}^{2 \times 2}$ is a self-adjoint extension of $T_{\min }$ if and only if there exist matrices $M, L \in \mathbb{C}^{2 n \times 2 n}$ such that

$$
\begin{equation*}
\operatorname{rank}(M, L)=2 n, \quad M \mathcal{J} M^{*}-L \mathcal{O} L^{*}=0, \tag{7.23}
\end{equation*}
$$

and

$$
\begin{equation*}
T=T_{M, L}:=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid M \hat{z}_{0}-L \hat{z}_{N+1}=0\right\} . \tag{7.24}
\end{equation*}
$$

Proof. By Corollary 7.2.4 every self-adjoint extension of $T_{\min }$ can be expressed as in (7.22) with matrices $M, L \in \mathbb{C}^{2 n \times 2 n}$ satisfying (7.21). If we put $\tilde{L}:=L \Theta_{N+1}^{*} \mathcal{J} \in \mathbb{C}^{2 n \times 2 n}$, then the matrices $M, \tilde{L}$ satisfies (7.23) and the linear relation in (7.22) can be written as $T_{M, \tilde{L}}$.

One can easily observe that a linear relation $T_{M, L}$, i.e., the linear relation given by (7.24) with $M, L \in \mathbb{C}^{2 n \times 2 n}$ satisfying (7.23), is the same as a linear relation $T_{\mathcal{M}, \mathcal{L}}$ determined by the matrices $\mathcal{M}:=C M$ and $\mathcal{L}:=C L$ for an arbitrary invertible matrix $C \in \mathbb{C}^{2 n \times 2 n}$. We show that the converse is also true, see Remark 7.2.10(i). Moreover, it is well known that all selfadjoint extensions of operators associated with the regular second order Sturm-Liouville differential equations can be expressed by using the separated or coupled boundary conditions, see e.g. [38]. In the last part of this section we show similar results for scalar symplectic systems on a finite interval, i.e., $n=1$ and $\mathcal{I}_{\bar{z}}=[0, N]_{z}$ with $N \in \mathbb{N} \cup\{0\}$, and provide a unique representation of all self-adjoint extensions of $T_{\min }$. The main assumptions for this treatment are summarized in the following hypothesis.
Hypothesis 7.2.6. The discrete interval $\mathcal{I}_{\mathbb{Z}}$ is finite, i.e., there exists $N \in \mathbb{N} \cup\{0\}$ such that $\mathcal{I}_{\mathbb{Z}}=[0, N]_{\mathbb{Z}}$, we have $n=1$, system $\left(f_{\lambda}\right)$ is definite on $\mathcal{I}_{\mathbb{Z}}$, and the matrices $M, L \in \mathbb{C}^{2 \times 2}$ are such that (7.23) holds.

If Hypothesis 7.2.6 is satisfied, then identity (7.23) implies that

$$
\text { either } \operatorname{rank} M=\operatorname{rank} L=2 \quad \text { or } \quad \operatorname{rank} M=\operatorname{rank} L=1 .
$$

Hence we get the following dichotomy on the boundary conditions in (7.24).
Theorem 7.2.7. Let Hypothesis 7.2 .6 be satisfied. Then the following statements hold.
(i) A linear relation $T_{M, L}$ given through $M, L \in \mathbb{C}^{2 \times 2}$ with $\operatorname{rank} M=1=\operatorname{rank} L$ is a selfadjoint extension of $T_{\min }$ if and only if $T_{M, L}=T_{P, Q}:=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid P \hat{z}_{0}=0=Q \hat{z}_{N+1}\right\}$, where

$$
P=\left(\begin{array}{cc}
\cos \alpha_{0} & \sin \alpha_{0}  \tag{7.25}\\
0 & 0
\end{array}\right) \text { and } Q=\left(\begin{array}{cc}
0 & 0 \\
-\sin \alpha_{N+1} & \cos \alpha_{N+1}
\end{array}\right)
$$

for a unique pair $\alpha_{0}, \alpha_{N+1} \in[0, \pi)$.
(ii) A linear relation $T_{M, L}$ given through $M, L \in \mathbb{C}^{2 \times 2}$ with $\operatorname{rank} M=2=\operatorname{rank} L$ is a selfadjoint extension of $T_{\min }$ if and only if $T_{M, L}=T_{R, \beta}:=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid \mathrm{e}^{i \beta} R \hat{z}_{0}=\hat{z}_{N+1}\right\}$ with a unique $\beta \in[0, \pi)$ and a symplectic matrix $R \in \mathbb{R}^{2 \times 2}$.

Proof. Since the pairs of matrices $P, Q$ and $\mathrm{e}^{i \beta} R, I$ satisfy (7.23), Corollary 7.2.5 implies that the linear relations $T_{P, Q}$ and $T_{R, \beta}$ are self-adjoint extensions of $T_{\min }$.
(i) Let $T_{M, L}$ be a linear relation given through $M, L \in \mathbb{C}^{2 \times 2}$ satisfying (7.23) and with $\operatorname{rank} M=1=\operatorname{rank} L$. Since by (1.4) we have $\operatorname{dim}[\operatorname{Ran} M \cap \operatorname{Ran} L]=0$, it follows that $M \xi=L \eta$ for some $\xi, \eta \in \mathbb{C}^{2}$ if and only if $M \xi=0=L \eta$. Therefore the boundary conditions in (7.24) can be expressed as $M \hat{z}_{0}=0=L \hat{z}_{N+1}$. The rank condition implies that $M=a b^{\top}$ and $L=c d^{\top}$ for some vectors $a, b, c, d \in \mathbb{C}^{2} \backslash\{0\}$. Then the equality $M \mathcal{J} M^{*}=0=L \mathcal{J} L^{*}$ does not depend on the vectors $a, c$ and it is equivalent to $b^{\top} \partial b=0=d^{\top} \partial d$, which implies that $b$ and $d$ are (scalar) complex multiples of vectors from $\mathbb{R}^{2}$. Thus, without loss of generality, the vectors $a, c$ may be chosen such that $M, L$ can be written in the form as in (7.25) for some $\alpha_{0}, \alpha_{N+1} \in[0, \pi)$. The uniqueness follows from the fact that $\operatorname{cotan} \beta=\operatorname{cotan} \gamma$ with $\beta, \geq \in(0, \pi)$ if and only if $\beta=\gamma$.
(ii) Finally, let $T_{M, L}$ be a linear relation given through $M, L \in \mathbb{C}^{2 \times 2}$ satisfying (7.23) and with $\operatorname{rank} M=2=\operatorname{rank} L$. Then the boundary conditions in (7.24) can be written as $\hat{z}_{N+1}=K \hat{z}_{0}$, where $K:=L^{-1} M$. Upon applying the second equality in (7.23) we obtain that the matrix $K$ is symplectic, i.e., $K \mathcal{J} K^{*}=\mathcal{J}$. Therefore, $K^{-1}=-\mathcal{J} K^{*} \mathcal{J}$ and $|\operatorname{det} K|=1$, i.e., $\operatorname{det} K=\mathrm{e}^{i \varepsilon}$ for some $\varepsilon \in\left[0,2 \pi\right.$ ), which implies $K^{-1}=\mathrm{e}^{-i \varepsilon} K^{\text {adj }}=-\mathrm{e}^{i \varepsilon} \mathcal{J} K^{\top} \mathcal{J}$, i.e., $K^{* \top}=\bar{K}=\mathrm{e}^{i \varepsilon} K$. If we put $R:=\mathrm{e}^{-i \varepsilon / 2} K$, i.e., $K=\mathrm{e}^{i \varepsilon / 2} R$, then $\bar{R}=R$ and $\operatorname{det} R=1$, i.e., $R \in \mathbb{R}^{2 \times 2}$ is a symplectic matrix. Uniqueness can be verified by a direct calculation.

As an illustration of the last theorem we provide a description of the Krein-von Neumann extension of the minimal linear relation $T_{\min }$ under Hypothesis 7.2.6.
Example 7.2.8. Assume that system $\left(\delta_{\lambda}\right)$ is such that Hypothesis 7.2.6 holds and that the minimal linear relation $T_{\min }$ is positive, i.e., there exists $c>0$ such that $\langle\tilde{z}, \tilde{f}\rangle_{\Psi} \geq c\|\tilde{z}\|_{\Psi}$ for all $\{\tilde{z}, \tilde{f}\} \in T_{\text {min }}$. Then the Krein-von Neumann self-adjoint extension extension of $T_{\text {min }}$ admits the representation given in (A.14), i.e.,

$$
T_{K}=T_{\min }+\left(\operatorname{Ker} T_{\max } \times\{0\}\right) .
$$

We show that $T_{K}$ can be also expressed as in the second part of Theorem 7.2.7 with a suitable matrix $R$ and a number $\beta \in[0,2 \pi)$. By definition,

$$
\operatorname{Ker} T_{\max }=\left\{\tilde{z} \in \ell_{\psi}^{2} \mid\{\tilde{z}, \tilde{0}\} \in T_{\max }\right\},
$$

i.e., $\hat{z}$ solves system $\left(\delta_{0}\right)$, i.e., $\mathscr{L}(\hat{z})_{k}=0$ on $[0, N]_{z}$. Because all solutions of system $\left(\ell_{0}\right)$ are square summable in this case, the assumption of the definiteness of system ( $\delta_{\lambda}$ ) implies that $\operatorname{dim} \operatorname{Ker} T_{\max }=2$. If $\tilde{z} \in \operatorname{dom} T_{K}$, then there exist $\tilde{v} \in \operatorname{dom} T_{\min }$ and $\tilde{r} \in \operatorname{Ker} T_{\max }$ such that $\tilde{z}=\tilde{v}+\tilde{r}$ or

$$
\begin{equation*}
\hat{z}_{k}=\hat{v}_{k}+\hat{r}_{k} \quad \text { for all } k \in[0, N+1]_{z}, \tag{7.26}
\end{equation*}
$$

where $\hat{z} \in \tilde{z}, \hat{v} \in \tilde{v}$, and $\hat{r} \in \tilde{r}$ are the uniquely determined elements. Moreover, we have $\hat{v}_{0}=0=\hat{v}_{N+1}$ by (6.82) and $\hat{r}_{k}=\alpha^{[1]} \hat{r}_{k}^{[1]}+\alpha^{[2]} \hat{r}_{k}^{[2]}$ for all $k \in[0, N+1]_{\mathbb{Z}}$, where $\hat{r}^{[1]}$ and $\hat{r}^{[2]}$ form a basis of $\operatorname{Ker} T_{\text {max }}$.

Let us define the matrix $\mathcal{G}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right):=\left(s_{0} \times s_{1} \times \cdots \times s_{N}\right)^{-1} \in \mathbb{C}^{2 \times 2}$. Then one can easily conclude that the matrix $\mathcal{G}$ is symplectic and every solution $z \in \mathbb{C}\left([0, N+1]_{\mathbb{Z}}\right)^{2}$ of system ( $\delta_{0}$ ) satisfies

$$
\begin{equation*}
z_{N+1}=\mathcal{G} z_{0} . \tag{7.27}
\end{equation*}
$$

In the following construction we consider two cases: either $b \neq 0$ or $b=0$.

First, assume that $b \neq 0$. Then there exist two solutions of system ( $\delta_{0}$ ) such that

$$
\hat{r}_{0}^{[1]}=\binom{0}{1 / b} \quad \text { and } \quad \hat{r}_{0}^{[2]}=\binom{1}{-a / b} .
$$

These solutions are obviously linearly independent and by (7.27) we have

$$
\hat{r}_{N+1}^{[1]}=\binom{1}{a / b} \quad \text { and } \quad \hat{r}_{N+1}^{[2]}=\binom{0}{c-d a / b} .
$$

If we take these two solutions as a basis of $\operatorname{Ker} T_{\max }$, then (7.26) yields

$$
\hat{z}_{k}=\hat{v}_{k}+\alpha^{[1]} \hat{r}_{k}^{[1]}+\alpha^{[2]} \hat{r}_{k}^{[2]} \quad \text { for all } k \in[0, N+1]_{\mathbb{z}} .
$$

Upon evaluating $\hat{z}_{k}$ at $k=0$ and $k=N+1$ we obtain

$$
\hat{z}_{0}=\binom{\alpha^{[2]}}{\alpha^{[1]} / b-\alpha^{[2]} a / b} \quad \text { and } \quad \hat{z}_{N+1}=\binom{\alpha^{[1]}}{\alpha^{[1]} d / b+\alpha^{[2]} c-\alpha^{[2]} d a / b},
$$

which for $\hat{z}_{k}=\binom{\hat{x}_{k}}{\hat{u}_{k}}$ implies $\alpha^{[1]}=\hat{x}_{N+1}$ and $\alpha^{[2]}=\hat{x}_{0}$. Therefore

$$
\binom{\hat{x}_{N+1}}{\hat{x}_{N+1} d / b+\hat{x}_{0} c-\hat{x}_{0} d a / b}=\hat{z}_{N+1}=\mathcal{G} \hat{z}_{0}=\mathcal{G}\binom{\hat{x}_{0}}{\hat{x}_{N+1} / b-\hat{x}_{0} a / b} .
$$

It means that $\hat{z} \in \operatorname{dom} T_{R, \beta}$, where $\beta \in[0, \pi)$ is such that $\mathrm{e}^{i \beta}=\sqrt{a d-b c}$, and $R=\mathrm{e}^{-i \beta} \mathcal{G}$, i.e., $T_{K} \subseteq T_{R, \beta}$. On the other hand, the linear relations $T_{K}$ and $T_{R, \beta}$ are self-adjoint extensions of $T_{\min }$, thus $T_{K}=T_{R, \beta}$. Especially, if the coefficients $a, b, c, d$ are real, then $T_{R, \beta}=T_{\mathcal{G}, 0}$.

If $b=0$, then $\mathcal{G}=\left(\begin{array}{ll}a & 0 \\ c & d\end{array}\right)$ with $|a d|=1$, i.e., $d \neq 0$. In this case we proceed in the same way with the basis of $\operatorname{Ker} T_{\text {max }}$ given by the solutions $\tilde{r}^{[1]}$ and $\tilde{r}^{[2]}$ of ( $\delta_{0}$ ) such that

$$
\hat{r}_{0}^{[1]}=\binom{0}{1 / d}, \quad \hat{r}_{0}^{[2]}=\binom{1}{-c / d} .
$$

Then $\binom{\hat{x}_{0} a}{\hat{u}_{N+1}}=\hat{z}_{N+1}=\mathcal{G} \hat{z}_{0}=\mathcal{G}\binom{\hat{x}_{0}}{\hat{u}_{N+1} / d-\hat{x}_{0} c / d}$. This shows (again) that $T_{K}=T_{R, \beta}$ with $\beta \in[0, \pi)$ being such that $\mathrm{e}^{i \beta}=\sqrt{a d}$, and $R=\mathrm{e}^{-i \beta} \mathcal{G}$.

In particular, let $\delta_{k}=\left(\begin{array}{cc}1 & -b_{k} \\ 0 & 1\end{array}\right)$ and $\psi_{k}=\left(\begin{array}{cc}w_{k} & 0 \\ 0 & 0\end{array}\right)$ with $b_{k}>0$ and $w_{k}>0$ on $[0, N]_{z}$. This system is definite on $[0, N]_{\mathbb{Z}}$ and corresponds to the second order Sturm-Liouville difference equation $-\Delta\left[p_{k} \Delta y_{k-1}(\lambda)\right]=\lambda w_{k} y_{k}(\lambda)$ with $b_{k}=1 / p_{k+1}$, see Example 6.2.4. Then $\mathcal{G}=\binom{1 \sum_{k=0}^{N} b_{k}}{0}$ and by the previous part we have

$$
T_{K}=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \left\lvert\, \hat{z}=\binom{\hat{x}}{\hat{u}} \in \mathbb{C}\left([0, N+1]_{z}\right)^{2}\right., \hat{u}_{0}=\hat{u}_{N+1}=\left(\sum_{k=0}^{N} b_{k}\right)^{-1} \times\left(\hat{x}_{N+1}-\hat{x}_{0}\right)\right\} .
$$

The boundary conditions in Theorem 7.2.7 include four particular cases. Namely, with the notation $\hat{z}_{k}=\left(\hat{x}_{k}, \hat{u}_{k}\right)^{\top}$ we get for $\alpha_{0}=0$ and $\alpha_{N+1}=\pi / 2$ the Dirichlet boundary conditions $\hat{x}_{0}=0=\hat{x}_{N+1}$, while for $\alpha_{0}=\pi / 2$ and $\alpha_{N+1}=0$ we have the Neumann boundary conditions $\hat{u}_{0}=0=\hat{u}_{N+1}$. The choice $R=I$ and $\beta=0$ yields the periodic boundary conditions $\hat{z}_{0}=\hat{z}_{N+1}$ and the choice $R=I$ and $\beta=\pi$ leads to the antiperiodic boundary conditions $\hat{z}_{0}=-\hat{z}_{N+1}$.

In the first part of the following theorem we show that any self-adjoint extension of $T_{\text {min }}$ can be described by using the matrices determining the Dirichlet and Neumann boundary conditions. For convenience, we introduce the general boundary trace map $\gamma_{M, L}$ : $\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}^{+}\right)^{2} \rightarrow \mathbb{C}^{2}$ as

$$
\gamma_{M, L}(\hat{z}):=M \hat{z}_{0}-L \hat{z}_{N+1},
$$

see also [38]. Then $T_{M, L}=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid \gamma_{M, L}(\hat{z})=0\right\}$. Especially, for $P, Q$ given in (7.25) we denote $\gamma_{x}:=\gamma_{P, Q}$ for $\alpha_{0}=0, \alpha_{N+1}=\pi / 2$, i.e., $\gamma_{x}(\hat{z})=0$ abbreviates the Dirichlet boundary conditions, and similarly $\gamma_{u}:=\gamma_{P, Q}$ for $\alpha_{0}=\pi / 2, \alpha_{N+1}=0$, i.e., $\gamma_{u}(\hat{z})=0$ abbreviates the Neumann boundary conditions. In the second part of this theorem we derive yet another equivalent representation of $T_{M, L}$, which possesses the uniqueness property.

## Theorem 7.2.9. Let Hypothesis 7.2.6 be satisfied. Then the following hold.

(i) A linear relation $T$ is a self-adjoint extension of $T_{\min }$ if and only if there exist matrices $F, G \in \mathbb{C}^{2 \times 2}$ such that

$$
\begin{equation*}
\operatorname{rank}(F, G)=2, \quad F G^{*}=G F^{*} \tag{7.28}
\end{equation*}
$$

and

$$
\begin{equation*}
T=T_{F, G}:=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid F \gamma_{x}(\hat{z})+G \gamma_{u}(\hat{z})=0\right\} . \tag{7.29}
\end{equation*}
$$

(ii) We have $T_{F, G}=T_{\mathcal{F}, \mathcal{G}}$, where $\mathcal{F}, \mathcal{G}$ satisfy (7.28), if and only if $\mathcal{F}=C F$ and $g=C G$ for some invertible matrix $C \in \mathbb{C}^{2 \times 2}$.
(iii) A linear relation $T$ is a self-adjoint extension of $T_{\min }$ if and only if there exists a unitary matrix $V \in \mathbb{C}^{2 \times 2}$ such that

$$
\begin{equation*}
T=T_{V}:=\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \mid i(V-I) \gamma_{x}(\hat{z})=(V+I) \gamma_{u}(\hat{z})\right\} . \tag{7.30}
\end{equation*}
$$

(iv) We have $T_{V}=T_{\mathcal{V}}$, where $\mathcal{V} \in \mathbb{C}^{2 \times 2}$ is a unitary matrix, if and only if $\mathcal{V}=V$.

Proof. (i) Let $T$ be given by (7.29) with the matrices $F, G \in \mathbb{C}^{2 \times 2}$ satisfying (7.28). If we put $M:=F P_{0}+G P_{\pi / 2}$ and $L:=F Q_{\pi / 2}+G Q_{0}$, where $P_{0}, P_{\pi / 2}$ and $Q_{0}, Q_{\pi / 2}$ are the matrices corresponding to $P, Q$ defined in (7.25). Then $M \partial M^{*}-L \partial L^{*}=F G^{*}-G F^{*}=0$ and $\operatorname{rank}(F, G)=2$ is equivalent to $\operatorname{rank}(M, L)=2$. Hence $M, L$ satisfy (7.23). Moreover, for the left-hand side of the boundary conditions in (7.29) we have $F \gamma_{x}(\hat{z})+G \gamma_{u}(\hat{z})=\gamma_{M, L}(\hat{z})$. Therefore $\{\tilde{z}, \tilde{f}\} \in T_{M, L}$ if and only if $\{\tilde{z}, \tilde{f}\} \in T_{F, G}$, i.e., $T_{F, G}$ is a self-adjoint extension of $T_{\min }$ by Corollary 7.2.5. On the other hand, let $T$ be a self-adjoint extension of $T_{\min }$, i.e., $T=T_{M, L}$ with $M, L \in \mathbb{C}^{2 \times 2}$ satisfying (7.23). If we put $F:=M P_{0}-L P_{\pi / 2}$ and $G:=L Q_{0}-M Q_{\pi / 2}$, then the conditions in (7.28) hold and $\gamma_{M, L}(\hat{z})$ can be written as in (7.29).
(ii) Sufficiency is clear. Assume that $T_{F, G}=T_{\mathcal{F}, \mathcal{G}}$ for two pairs of matrices $F, G$ and $\mathcal{F}, \mathcal{G}$ satisfying (7.28). Then, by (7.29), we have for any $\{\tilde{z}, \tilde{\}}\} \in T_{\max }$ that $F \gamma_{x}(\hat{z})+G \gamma_{u}(\hat{z})=0$ if and only if $\mathcal{F} \gamma_{x}(\hat{z})+\mathscr{G} \gamma_{u}(\hat{z})=0$. It means that $\hat{z}_{0}, \hat{z}_{N+1}$ solve simultaneously the both systems of algebraic equations with the coefficient matrices $F, G$ and $\mathcal{F}, \mathcal{G}$. It yields the equivalence of systems, which implies an existence of an invertible matrix $C \in \mathbb{C}^{2 \times 2}$ such that $\mathcal{F}=C F$ and $g=C G$.
(iii) Let $T$ be given by (7.30) with a unitary matrix $V \in \mathbb{C}^{2 \times 2}$. If we put $F:=\frac{i}{2}(I-V)$ and $G:=\frac{1}{2}(I+V)$. Then $F G^{*}=G F^{*}$ and, by $(1.2), \operatorname{rank}(F, G)=2$, i.e., the matrices $F, G$ satisfy (7.28). Since the boundary conditions in (7.30) are equivalent to the boundary conditions in (7.29) with $F, G$ defined above, i.e., $\{\tilde{z}, \tilde{f}\} \in T_{F, G}$ if and only if $\{\tilde{z}, \tilde{f}\} \in T_{V}$, it follows from the previous part that the linear relation $T_{V}$ is a self-adjoint extension
of $T_{\min }$. On the other hand, let $T$ be a self-adjoint extension of $T_{\min }$. Then, by the part (i), we have $T=T_{F, G}$ with $F, G \in \mathbb{C}^{2 \times 2}$ satisfying (7.28). Since by (1.2) and (7.28) we have $\operatorname{rank}(F+i G)=2$, the matrix $V:=(F+i G)^{-1}(i G-F)$ is well-defined. One can directly verify that $V$ is a unitary matrix and the boundary conditions $F \gamma_{x}(\hat{z})+G \gamma_{u}(\hat{z})=0$ are satisfied if and only if $i(V-I) \gamma_{x}(\hat{z})-(V+I) \gamma_{u}(\hat{z})=0$, i.e., $T_{F, G}=T_{V}$.
(iv) If $V=\mathcal{V}$, then $T_{V}=T_{\mathcal{V}}$. On the other hand, assume that $T_{V}=T_{\mathcal{V}}$ for two unitary matrices $V, \mathcal{V} \in \mathbb{C}^{2 \times 2}$. Then $T_{F, G}=T_{V}=T_{\mathcal{V}}=T_{\mathcal{F}, \mathcal{g}}$ with the pairs of matrices $F, G$ and $\mathcal{F}, \mathcal{G}$ being given as in the previous part. Then $V=(F+i G)^{-1}(i G-F)$ and $\mathcal{V}=(\mathcal{F}+i \mathcal{G})^{-1}(i \mathcal{G}-\mathcal{F})$ and by the part (ii) there exists an invertible matrix $C \in \mathbb{C}^{2 \times 2}$ such that $\mathcal{F}=C F$ and $\mathscr{G}=C G$. Upon combining these facts we obtain $V=\mathcal{V}$.

## Remark 7.2.10.

(i) As a consequence of Theorem 7.2.7(i)-(ii) we obtain that $T_{M, L}=T_{\mathcal{M}, \mathcal{L}}$ if and only if $\mathcal{M}=C M$ and $\mathcal{L}=C L$ for some invertible matrix $C \in \mathbb{C}^{2 \times 2}$.
(ii) Theorem 7.2 .7 (iii)-(iv) shows that the map from the set of all $2 \times 2$ unitary matrices to the set of all self-adjoint extensions expressed as in (7.30) is a bijection.

### 7.3 Proof of main result

In this section, a proof is given for Theorem 7.2.1 which utilizes several arguments from the linear algebra and whose main idea goes back to [162]. It is based on a construction of a suitable GKN-set (see Theorem A.1) and on a more convenient expression than that given in (7.15) for elements in dom $T_{\text {max }}$. Similar results for system (2.6) can be found in [135, Section 4].
Lemma 7.3.1. Let system $\left(\delta_{\lambda}\right)$ be definite on the discrete interval $\mathcal{I}_{\mathbb{z}},\{\tilde{z}, \tilde{f}\} \in T_{\max }$ be arbitrary, and $\varphi^{[1]}, \ldots, \varphi^{[n+]}$ be arranged such that equality (7.18) holds. Then the element $\hat{z}$ can be uniquely expressed as

$$
\begin{equation*}
\hat{z}_{k}=\hat{v}_{k}+\sum_{i=1}^{2 n} \eta_{i} \hat{z}_{k}^{[]]}+\sum_{j=1}^{p-2 n} \zeta_{j} \varphi_{k}^{[j]}, \quad k \in \mathcal{I}_{Z}^{+}, \tag{7.31}
\end{equation*}
$$

where $\hat{v} \in \operatorname{dom} T_{\min }, \hat{z}^{[1]}, \ldots,,^{[2 n]}$ are specified in Lemma 6.4.3, and the numbers $\eta_{i}, \zeta_{j} \in \mathbb{C}$ for all $i \in\{1, \ldots, 2 n\}$ and $j \in\{1, \ldots, p-2 n\}$. Moreover,

$$
\begin{equation*}
\operatorname{rank} \Omega_{p-2 n}=p-2 n, \tag{7.32}
\end{equation*}
$$

where $\Omega$ was defined in (7.14).
Proof. Since (7.18) is satisfied, there exists an invertible matrix $P \in \mathbb{C}^{p \times p}$ such that

$$
\Omega P=\left(\begin{array}{cc}
I_{p-2 n} & 0_{(p-2 n) \times 2 n}  \tag{7.33}\\
Q & R
\end{array}\right),
$$

where $0_{(p-2 n) \times 2 n}$ stands for the $(p-2 n) \times 2 n$ zero matrix. If we put $\Xi=\left(\Xi^{[1]}, \Xi^{[2]}\right)$, where $\Xi^{[1]} \in \mathbb{C}^{2 n \times(p-2 n)}$ and $\Xi^{[2]} \in \mathbb{C}^{2 n \times 2 n}$, and multiply (7.33) by $\bar{\Xi}$ from the left, we obtain

$$
\overline{\Xi^{[1]}}=-\overline{\Xi^{[2]}} Q,
$$

i.e., $\bar{\Xi}=\left(-\overline{\Xi^{[2]}} Q, \overline{\Xi^{[2]}}\right)$. It implies that rank $\Xi^{[2]}=2 n$ by the second inequality in (1.3), because rank $\Xi=2 n$. If we multiply equality (7.17) by $\left(\Xi^{[2]}\right)^{\top-1}$ from the right, we get

$$
Z_{k}\left(\Xi^{[2]}\right)^{\top-1}=V_{k}\left(\Xi^{[2]}\right)^{\top-1}+\Theta_{k}^{[1]} \Xi^{[1] \top}\left(\Xi^{[2]}\right)^{\top-1}+\Theta_{k}^{[2]},
$$

where $\Theta_{k}^{[1]} \in \mathbb{C}^{2 n \times(p-2 n)}$ and $\Theta_{k}^{[2]} \in \mathbb{C}^{2 n \times 2 n}$ are such that $\left(\Theta_{k}^{+}, \Theta_{k}^{-}\right)=\left(\Theta_{k}^{[1]}, \Theta_{k}^{[2]}\right)$ for all $k \in \mathcal{I}_{\mathbb{Z}}^{+}$. It shows that every solution $\varphi^{[p-2 n+1]}, \ldots, \varphi^{[p]}$ can be uniquely expressed with $\hat{v}^{[1]}, \ldots, \hat{v}^{[2 n]}$, $\hat{z}^{[1]}, \ldots, \hat{z}^{[2 n]}$, and $\varphi^{[1]}, \ldots, \varphi^{[p-2 n]}$, i.e.,

$$
\begin{equation*}
\varphi_{k}^{[j]}=\hat{r}_{k}^{[j]}+\sum_{\ell=1}^{2 n} \eta_{j, \ell} \hat{z}_{k}^{[f]}+\sum_{s=1}^{p-2 n} \zeta_{j, s} \varphi_{k}^{[s]}, \quad k \in \mathcal{I}_{z}^{+}, \quad j \in\{p-2 n+1, \ldots, p\}, \tag{7.34}
\end{equation*}
$$

for some $\hat{r}^{\mid /]} \in \operatorname{dom} T_{\min }$ and $\eta_{j, \ell}, \zeta_{j, s} \in \mathbb{C}$. Therefore the expression in (7.31) follows from equality (7.15). Moreover, if we multiply both sides of (7.34) by $\varphi_{k}^{[i / *} \partial$ from the left, where $i \in\{1, \ldots, p-2 n\}$, then

$$
\left(\varphi^{[i]}, \varphi^{[]]}\right)_{N+1}=\left(\varphi^{[i]}, \hat{v}^{[]]}\right)_{N+1}+\sum_{\ell=1}^{2 n} \eta_{j, \ell}\left(\varphi^{[i]}, \hat{\varepsilon}^{[\ell]}\right)_{N+1}+\sum_{s=1}^{p-2 n} \zeta_{j, s}\left(\varphi^{[i]}, \varphi^{[s]}\right)_{N+1} .
$$

Hence from (6.81) and the definition of $\hat{z}^{[]]}$we have

$$
\begin{equation*}
\Omega_{p-2 n, n_{-}}^{[1,2]}=\Omega_{p-2 n} T^{\top}, \tag{7.35}
\end{equation*}
$$

where $T \in \mathbb{C}^{n-\times(p-2 n)}$ is a matrix consisting of the elements $\zeta_{j, s}$ for $j \in\left\{n_{+}+1, \ldots, p\right\}$ and $s \in\{1, \ldots, p-2 n\}$. Since the solutions are arranged such that rank $\Omega_{p-2 n, n_{-}}^{[1,2]}=p-2 n$, equality (7.32) follows from identity (7.35) and the second inequality in (1.3).

Remark 7.3.2. If we switch the role of $s^{[1]}\left(\lambda_{0}\right)$ and $s^{[1]}\left(\bar{\lambda}_{0}\right)$ in the definition of $\varphi^{[1]}, \ldots, \varphi^{[p]}$ in (7.13), i.e., we put $\varphi^{[i]}=w^{[i]}\left(\bar{\lambda}_{0}\right)$ for $i \in\left\{1, \ldots, n_{-}\right\}$and $\varphi^{\left[j+n_{-}\right]}=v^{[j]}\left(\lambda_{0}\right)$ for $j \in\left\{1, \ldots, n_{+}\right\}$, then the solutions $\varphi^{[1]}, \ldots, \varphi^{[n-]}$ can be arranged such that (7.31) and (7.32) hold.

Now we give the proof of Theorem 7.2.1.
Proof of Theorem 7.2.1. Assume that $T$ is a self-adjoint extension of $T_{\min }$. Then, by Theorem A.1, there exists a GKN-set $\left\{\beta_{j}\right\}_{j=1}^{q}$ for ( $T_{\min }, T_{\max }$ ) such that (A.12) holds. Since $\beta_{j} \in T_{\text {max }}$, they may be identified as $\beta_{j}=\left\{\widetilde{w}^{[j]}, \tilde{h}^{[j]}\right\} \in T_{\text {max }}$. By Lemma 7.3.1, the elements $\widehat{w}^{[j]}$ can be uniquely expressed as

$$
\begin{equation*}
\bar{w}_{k}^{[j]}=\hat{o}_{k}^{[j]}+\sum_{i=1}^{2 n} \eta_{j, i} \hat{z}_{k}^{[l]}+\sum_{l=1}^{2 q-2 n} \zeta_{j, l} \varphi_{k}^{[l]}, \quad k \in \mathcal{I}_{Z}^{+}, \tag{7.36}
\end{equation*}
$$

where $\hat{v}^{[j]} \in \operatorname{dom} T_{\min }$ and $\eta_{j, i} \zeta_{j, l} \in \mathbb{C}$. We next show that the matrices

$$
M:=\left(\bar{w}_{0}^{[1]}, \ldots, \widehat{w}_{0}^{[q]}\right)^{*} \mathcal{J} \in \mathbb{C}^{q \times 2 n} \quad \text { and } \quad L:=\left(\begin{array}{ccc}
\overline{\zeta_{1,1}} & \cdots & \overline{\zeta_{1,2 q-2 n}} \\
\vdots & \ddots & \vdots \\
\overline{\zeta_{q, 1}} & \cdots & \overline{\zeta_{q, 2 q-2 n}}
\end{array}\right) \in \mathbb{C}^{q \times(2 q-2 n)}
$$

satisfy the relations in (7.19).
Since $\operatorname{rank}(M, L) \leq q$, let us assume that $\operatorname{rank}(M, L)<q$. Then there exists a vector $c=\left(c_{1}, \ldots, c_{q}\right)^{\top} \in \mathbb{C}^{q} \backslash\{0\}$ such that $c^{*}(M, L)=0$, i.e., $c^{*} M=0=c^{*} L$. If $\widehat{w}_{k}:=\sum_{j=1}^{q} c_{j} \widetilde{w}_{k}^{[j]}$ for $k \in \mathcal{I}_{\underline{Z}}^{+}$, then we have $\widehat{w}_{0}=\mathcal{J} M^{*} c=0$ and also $\left(\widehat{w}, \varphi^{[i]}\right)_{N+1}=\sum_{j=1}^{q} \overline{c_{j}}\left(\widehat{w}^{[j]}, \varphi^{[i]}\right)_{N+1}$ for all $i \in\{1, \ldots, 2 q-2 n\}$. Hence by (7.36) and (6.81) we have

$$
\left(\left(\widehat{w}, \varphi^{[1]}\right)_{N+1}, \ldots,\left(\widehat{w}, \varphi^{[2 q-2 n]}\right)_{N+1}\right)=c^{*} L \Omega_{2 q-2 n}=0 .
$$

But then $(\widehat{w}, \hat{v})_{N+1}=0$ for any $\hat{v} \in \operatorname{dom} T_{\text {max }}$, because it can be written as in (7.31). It means that $\widehat{w} \in \operatorname{dom} T_{\min }$ by (6.81) and hence $\beta_{1}, \ldots, \beta_{q}$ are linearly dependent in $T_{\max }$ modulo $T_{\min }$, which contradicts the assumption that that $\left\{\beta_{j}\right\}_{j=1}^{q}$ is a GKN-set. Therefore, the first condition in (7.19) is satisfied.

Next, we see that

$$
\left(\begin{array}{ccc}
\left(\bar{w}^{[1]}, \bar{w}^{[1]}\right)_{0} & \cdots & \left(\bar{w}^{[1]}, \bar{w}^{[q]}\right)_{0}  \tag{7.37}\\
\vdots & \ddots & \vdots \\
\left(\bar{w}^{[q]}, \overparen{w}^{[1]}\right)_{0} & \cdots & \left(\bar{w}^{[q]}, \bar{w}^{[q]}\right)_{0}
\end{array}\right)=M \mathcal{J} M^{*}
$$

and by using (7.36), (6.81), and the definition of $\hat{z}^{[i]}$, also see that

$$
\left(\begin{array}{ccc}
\left(\widetilde{w}^{[1]}, \widehat{w}^{[1]}\right)_{N+1} & \cdots & \left(\widetilde{w}^{[1]}, \widetilde{w}^{[r]}\right)_{N+1}  \tag{7.38}\\
\vdots & \ddots & \vdots \\
\left(\widehat{w}^{[]]}, \widehat{w}^{[1]}\right)_{N+1} & \cdots & \left(\widehat{w}^{[]]}, \overparen{w}^{[l]}\right)_{N+1}
\end{array}\right)=L \Omega_{2 q-2 n} L^{*} .
$$

Since $\left\{\beta_{j}\right\}_{j=1}^{q}$ is a GKN-set, we obtain from (6.67) that

$$
0=\left[\beta_{i}: \beta_{j}\right]=\left.\left(\widehat{w}^{[i]}, \widehat{w}^{[j]}\right)_{k}\right|_{0} ^{N+1}
$$

for all $i, j \in\{1, \ldots, q\}$. By (7.37) and (7.38), this implies that $M \mathcal{J} M^{*}-L \Omega_{2 q-2 n} L^{*}=0$, and so the second condition in (7.19) is also satisfied.

For any $\hat{z} \in \operatorname{dom} T_{\text {max }}$, we can write

$$
\left(\begin{array}{c}
\left(\widetilde{w}^{[1]}, \hat{z}\right)_{0}  \tag{7.39}\\
\vdots \\
\left(\widehat{w}^{[]]}, \hat{z}\right)_{0}
\end{array}\right)=M \hat{z}_{0} \quad \text { and } \quad\left(\begin{array}{c}
\left(\widetilde{w}^{[1]}, \hat{z}\right)_{N+1} \\
\vdots \\
\left(\widehat{w}^{[q]}, \hat{z}\right)_{N+1}
\end{array}\right)=L\left(\begin{array}{c}
\left(\varphi^{[1]}, \hat{z}\right)_{N+1} \\
\vdots \\
\left(\varphi^{[2-2 n]}, \hat{z}\right)_{N+1}
\end{array}\right)
$$

where the second equality follows from (7.36), (6.81), and the definition of $\hat{z}^{[1]}$. Upon combining (A.12), (6.67), (7.39), we obtain that the linear relation $T$ can be expressed as

$$
\begin{aligned}
T & =\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max }\left|\left(\hat{z}, \bar{w}^{[j]}\right)_{k}\right|_{0}^{N+1}=0 \text { for all } j \in\{1, \ldots, q\}\right\} \\
& =\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max }\left|\bar{w}_{k}^{[j]^{*}} \hat{z}_{k}\right|_{0}^{N+1}=0 \text { for all } j \in\{1, \ldots, q\}\right\} \\
& =\left\{\{\tilde{z}, \tilde{f}\} \in T_{\max } \left\lvert\, M \hat{z}_{0}-L\left(\begin{array}{c}
\left(\varphi^{[1]}, \hat{z}\right)_{N+1} \\
\vdots \\
\left(p^{[2 q-2]]}, \hat{z}\right)_{N+1}
\end{array}\right)=0\right.\right\},
\end{aligned}
$$

i.e., as written in (7.20).

On the other hand, let $M \in \mathbb{C}^{q \times 2 n}$ and $L \in \mathbb{C}^{q \times(2 q-2 n)}$ satisfy (7.19) and $T$ be the linear relation given by (7.20). We then must show that there exists a GKN-set $\left\{\beta_{j}\right\}_{j=1}^{q}$ for ( $T_{\min }, T_{\max }$ ) such that $T$ can be expressed as in (A.12). Denote the columns of $\mathcal{J} M^{*} \in \mathbb{C}^{2 n \times q}$ as $\rho_{1}, \ldots, \rho_{q}$ and the columns of the matrix $\left(\varphi_{k}^{[1]}, \ldots, \varphi_{k}^{[2 q-2 n]}\right) L^{*} \in \mathbb{C}^{2 n \times q}$ as $w_{k}^{[1]}, \ldots, w_{k}^{[q]}$, i.e.,

$$
\begin{equation*}
\rho_{i}:=\mathcal{J} M^{*} e_{i} \quad \text { and } \quad w_{k}^{[i]}:=\sum_{l=1}^{2 q-2 n} \overline{\eta_{i, l}} \varphi_{k}^{[l]} \quad \text { for all } i \in\{1, \ldots, q\}, \tag{7.40}
\end{equation*}
$$

where $e_{i}$ is the $i$-th canonical unit vector in $\mathbb{C}^{q}$ and $\eta_{i, j}$ are the elements of the matrix $L$ for $i \in\{1, \ldots, q\}$ and $j \in\{1, \ldots, 2 q-2 n\}$. Then $w^{[i]} \in T_{\max }$ for all $i \in\{1, \ldots, q\}$ and, by Lemma 6.4.3, there exist $\beta_{i}:=\left\{\hat{r}^{[1]}, \hat{h}^{[i]}\right\} \in T_{\text {max }}$ such that

$$
\hat{v}_{0}^{[i]}=\rho_{i} \quad \text { and } \quad \hat{v}_{k}^{[i]}=w_{k}^{[i]}, \quad k \in[b+1, \infty)_{\mathbb{Z}} \cap \mathcal{I}_{\mathbb{Z}}^{+}
$$

for all $i \in\{1, \ldots, q\}$, where the number $b$ is determined by the finite discrete interval $\mathcal{I}_{\mathbb{Z}}^{\mathrm{D}}:=[a, b]_{\mathbb{Z}} \subseteq \mathcal{I}_{\mathbb{Z}}$ with $a, b \in \mathcal{I}_{\mathbb{Z}}$ on which system $\left(\delta_{\lambda}\right)$ is definite. We next show that $\left\{\beta_{i}\right\}_{i=1}^{q}$ form a GKN-set for ( $T_{\min }, T_{\max }$ ).

Since the linear independence of $\beta_{1}, \ldots, \beta_{q}$ in $T_{\max }$ modulo $T_{\min }$ is equivalent to the linear independence of $\hat{v}^{[1]}, \ldots, \hat{v}^{[q]]}$ in dom $T_{\max }$ modulo $T_{\min }$, we assume that there exists $C=\left(c_{1}, \ldots, c_{q}\right)^{\top} \in \mathbb{C}^{q} \backslash\{0\}$ such that

$$
\hat{v}:=\sum_{j=1}^{q} c_{j} \hat{v}^{[j]} \in \operatorname{dom} T_{\min } .
$$

Then, from (6.81) and (7.40), we have for all $\varphi^{[1]}, \ldots, \varphi^{[2 q-2 n]} \in T_{\text {max }}$ that

$$
0=\left(\left(\hat{v}, \varphi^{[1]}\right)_{N+1}, \ldots,\left(\hat{v}, \varphi^{[2 q-2 n]}\right)_{N+1}\right)=C^{*} L \Omega_{2 q-2 n} .
$$

This implies $C^{*} L=0$, because $\Omega_{2 q-2 n}$ is assumed to be invertible, see (7.32). Simultaneously we have $\hat{v}_{0}=0$, which yields

$$
0=\hat{v}_{0}=\sum_{j=1}^{q} c_{j} \hat{v}_{0}^{[j]}=\mathcal{J} M^{*} C,
$$

i.e., $C^{*} M=0$, because the matrix $\mathcal{J}$ is invertible. But this means $C^{*}(M, L)=0$, which contradicts the first assumption in (7.19).

Next, let

$$
Y_{k}:=\left(\begin{array}{ccc}
\left(\hat{v}^{[1]}, \hat{v}^{[1]}\right)_{k} & \cdots & \left(\hat{v}^{[1]}, \hat{v}^{[l]}\right)_{k} \\
\vdots & \ddots & \vdots \\
\left(\hat{v}^{[l]}, \hat{v}^{[1]}\right)_{k} & \cdots & \left(\hat{v}^{[r]}, \hat{v}^{[q]}\right)_{k}
\end{array}\right) .
$$

Since it can be directly calculated that $Y_{0}=M \mathcal{J} M^{*}$ and $Y_{N+1}=L \Omega_{2 q-2 n} L^{*}$, the second equality in (7.19) implies $Y_{0}-Y_{N+1}=0$. Therefore, by using (6.67), we get

$$
\left[\beta_{i}: \beta_{j}\right]=\left.\left(\hat{v}^{[i]}, \hat{v}^{[j]}\right)_{k}\right|_{0} ^{N+1}=0,
$$

which shows that $\left\{\beta_{i}\right\}_{i=1}^{q}$ is a GKN-set for $\left(T_{\min }, T_{\max }\right)$ as defined in the Appendix.
Finally, let $\{\bar{w}, \tilde{g}\} \in T_{\max }$ be arbitrary, then

$$
M \widehat{w}_{0}=\left(\begin{array}{c}
\left(\hat{v}^{[1]}, \widehat{w}\right)_{0}  \tag{7.41}\\
\vdots \\
\left(\hat{v^{[n]}}, \widehat{w}\right)_{0}
\end{array}\right) \quad \text { and } \quad L\left(\begin{array}{c}
\left(\varphi^{[1]}, \widehat{w}\right)_{N+1} \\
\vdots \\
\left(\varphi^{[2 q-2 n]}, \widehat{w}\right)_{N+1}
\end{array}\right)=\left(\begin{array}{c}
\left(\hat{v}^{[1]}, \widehat{w}\right)_{N+1} \\
\vdots \\
\left(\hat{v}^{[l]}, \widehat{w}\right)_{N+1}
\end{array}\right) .
$$

By (6.67) the condition $\left[\{\widetilde{w}, \tilde{g}\}: \beta_{i}\right]=0$ is equivalent to

$$
\begin{equation*}
\left.\left(\widehat{w}, \hat{v}^{[i]}\right)_{k}\right|_{0} ^{N+1}=0=-\left.\left(\hat{v^{[i]}}, \widehat{w}\right)_{k}\right|_{0} ^{N+1} \tag{7.42}
\end{equation*}
$$

for all $i \in\{1, \ldots, q\}$. Hence, by (7.41), we see that (7.42) can be written as

$$
M \widehat{w}_{0}-L\left(\begin{array}{c}
\left(\varphi^{[1]}, \widehat{w}\right)_{N+1} \\
\vdots \\
\left(\varphi^{[2 q-2 n]}, \widehat{w}\right)_{N+1}
\end{array}\right)=0 .
$$

Therefore the linear relation $T$ given in (7.20) can be equivalently expressed as in (A.12), which means that $T$ is a self-adjoint extension of $T_{\text {min }}$.

The simplification of Theorem 7.2.1 in the limit circle case is based on the following lemma.
Lemma 7.3.3. Let system ( $\delta_{\lambda}$ ) be definite on the discrete interval $\mathcal{I}_{\mathbb{Z}}$ and $\varphi^{[1]}, \ldots, \varphi^{[n+]}$ be arranged as in Lemma 7.3.1. Assume that there exists a number $v \in \mathbb{R}$ such that system ( $\left(\delta_{v}\right)$ possesses $q:=\max \left\{n_{+}, n_{-}\right\}$linearly independent square summable solutions (suppressing the argument $v$ ) given by $\theta^{[1]}, \ldots, \theta^{[[]}$. Then these solutions can be arranged such that $\operatorname{rank} \Upsilon_{p-2 n}=p-2 n$, where

$$
\Upsilon:=\left(\begin{array}{ccc}
\left(\theta^{[1]}, \theta^{[1]}\right)_{N+1} & \ldots & \left(\theta^{[1]}, \theta^{[l]}\right)_{N+1} \\
\vdots & \ddots & \vdots \\
\left(\theta^{[q]}, \theta^{[1]}\right)_{N+1} & \ldots & \left(\theta^{[q]}, \theta^{[l]}\right)_{N+1}
\end{array}\right) \in \mathbb{C}^{q \times q} .
$$

Moreover, for any $\{\tilde{z}, \tilde{f}\} \in T_{\max }$ the element $\hat{z}$ can be uniquely expressed as

$$
\hat{z}_{k}=\hat{v}_{k}+\sum_{i=1}^{2 n} \alpha_{i} \hat{z}_{k}^{[i]}+\sum_{j=1}^{n-2 n} \beta_{j} \theta_{k}^{[j]}, k \in \mathcal{I}_{\mathbb{Z}}^{+},
$$

where $\hat{v} \in \operatorname{dom} T_{\min }, \hat{z}^{[1]}, \ldots,,^{[2 n]}$ are given in Lemma 6.4.3, and $\alpha_{i}, \beta_{j} \in \mathbb{C}$ for all $i \in\{1, \ldots, 2 n\}$ and $j \in\{1, \ldots, p-2 n\}$.

Proof. Since $\theta^{[1]}, \ldots, \theta^{[r]} \in \operatorname{dom} T_{\max }$, Lemma 7.3.1 implies that there exist unique numbers $\alpha_{i, j}, \beta_{i, \ell} \in \mathbb{C}$ such that

$$
\begin{equation*}
\theta_{k}^{[1]}=\hat{v}_{k}^{[[]}+\sum_{j=1}^{2 n} \alpha_{i, j} \hat{z}_{k}^{[]]}+\sum_{\ell=1}^{p-2 n} \beta_{i, \ell} \varphi_{k}^{[\ell]}, \quad k \in \mathcal{I}_{Z \mathbf{Z}}^{+}, \tag{7.43}
\end{equation*}
$$

where $i \in\{1, \ldots, q\}$. Then the definition of $\hat{z}^{[1]}$ and identity (6.81) yield

$$
\begin{equation*}
\Upsilon=B \Omega_{p-2 n} B^{*}, \tag{7.44}
\end{equation*}
$$

where the matrix $B=\left(\overline{\beta_{i, j}}\right) \in \mathbb{C}^{q \times(p-2 n)}$. Hence rank $\Upsilon \leq p-2 n$ by the first inequality in (1.3). On the other hand, by the Wronskian-type identity in (6.12) we have $\Upsilon=\Theta_{0}^{*} \mathcal{J} \Theta_{0}$, where $\Theta_{k}:=\left(\theta_{k}^{[1]}, \ldots, \theta_{k}^{[l]}\right)$. Since the solutions $\theta_{k}^{[1]}, \ldots, \theta_{k}^{[q]}$ are linearly independent, we have rank $\Theta_{k}=q$ for all $k \in \mathcal{I}_{z}^{+}$, and hence rank $\Upsilon \geq p-2 n$ by the second inequality in (1.3). Therefore rank $\Upsilon=p-2 n$, which implies that the solutions $\Theta_{k}:=\left(\theta_{k}^{[1]}, \ldots, \theta_{k}^{[l]}\right)$ can be arranged such that rank $\Upsilon_{p-2 n}=p-2 n$. In this case, the invertibility of the submatrix $B_{p-2 n}$ follows from the equality $\Upsilon_{p-2 n}=B_{p-2 n} \Omega_{p-2 n} B_{p-2 n^{\prime}}^{*}$, which is obtained analogously to (7.44). Since from (7.43) we have

$$
\left(\theta_{k}^{[1]}, \ldots, \theta_{k}^{[p-2 n]}\right)=\left(\hat{v}_{k}^{[1]}, \ldots, \hat{v}_{k}^{[p-2 n]}\right)+\left(\hat{z}_{k}^{[1]}, \ldots, \hat{\varepsilon}_{k}^{[2 n]}\right) A_{2 n, p-2 n}^{*}+\left(\varphi_{k}^{[1]}, \ldots, \varphi_{k}^{[p-2 n]}\right) B_{q-2 n^{\prime}}^{*}
$$

where $A=\left(\overline{\alpha_{i, j}}\right) \in \mathbb{C}^{q \times 2 n}$, the invertibility of $B_{p-2 n}$ means that $\varphi_{k}^{[1]}, \ldots, \varphi_{k}^{[p-2 n]}$ can be uniquely expressed by using $\theta_{k}^{[1]}, \ldots, \theta_{k}^{[p-2 n]}, \hat{v}_{k}^{[1]}, \ldots, \hat{v}_{k}^{[p-2 n]}$, and $\hat{z}_{k}^{[1]}, \ldots, \hat{z}_{k}^{[2 n]}$. Upon combining these expressions with (7.31) we obtain the second part of the statement.

### 7.4 Bibliographical notes

The results of this chapter were published in [A18]. Their generalization to symplectic systems on time scales is one of the goals of the current research as well as an extension of Theorem 7.1.1 to the discrete symplectic systems with $\mathscr{B}_{k}^{*} \mathscr{C}_{k} \not \equiv 0$. The topic of the present section is also closely related to the characterization of the spectrum of self-adjoint linear relations, which represents another goal of our future research.

Chapter 7. Self-adjoint extensions for contributing to the enrichment and clarification of many aspects of operator theory, including those concerned with non-closable or non-densely-defined linear operators.

Ronald Cross, see [45, pg. iil]

## Appendix

## Linear relations

In this supplementary chapter we recall several results from the theory of linear relations, which are relevant to the content of Chapters 6 and 7. The theory of linear relations has been established as a suitable tool for the study of multivalued or nondensely defined linear operators in a Hilbert space. Its history goes back to [8] and the results were further developed, e.g., in $[42,45,46,82]$. A (closed) linear relation $\mathcal{T}$ in a Hilbert space $\mathscr{H}$ over the field of complex numbers $\mathbb{C}$ with the inner product $\langle\cdot, \cdot\rangle$ is a (closed) linear subspace of the product space $\mathscr{H}^{2}:=\mathscr{H} \times \mathscr{H}$, i.e., the Hilbert space of all ordered pairs $\{z, f\}$ such that $z, f \in \mathscr{H}$. The domain, range, kernel, and the multivalued part of $\mathcal{T}$ are respectively defined as

$$
\begin{gather*}
\operatorname{dom} \mathcal{T}:=\{z \in \mathscr{H} \mid\{z, f\} \in \mathcal{T}\},  \tag{A.1}\\
\operatorname{Ran} \mathcal{T}:=\{z \in \mathscr{H} \mid \text { there exists } f \in \mathscr{H} \text { such that }\{z, f\} \in \mathcal{T}\},  \tag{A.2}\\
\operatorname{Ker} \mathcal{T}:=\{z \in \mathscr{H} \mid\{z, 0\} \in \mathcal{T}\}, \quad \operatorname{mul} \mathcal{T}:=\{f \in \mathscr{H} \mid\{0, f\} \in \mathcal{T}\} . \tag{A.3}
\end{gather*}
$$

In general, we let $\mathcal{T}(z):=\{f \in \mathscr{H} \mid\{z, f\} \in \mathcal{T}\}$, and note that a linear relation $\mathcal{T}$ is the graph of a linear operator in $\mathscr{H}$ when $\mathcal{T}(0)=\{0\}$, i.e., when the subspace mul $\mathcal{T}$ is trivial. The inverse of $\mathcal{T}$, denoted as $\mathcal{T}^{-1}$, is the linear relation

$$
\mathcal{T}^{-1}:=\{\{f, z\} \mid\{z, f\} \in \mathcal{T}\}
$$

and it satisfies

$$
\operatorname{dom} \mathcal{T}^{-1}=\operatorname{Ran} \mathcal{T}, \quad \operatorname{Ran} \mathcal{T}^{-1}=\operatorname{dom} \mathcal{T}, \quad \operatorname{Ker} \mathcal{T}^{-1}=\operatorname{mul} \mathcal{T}, \quad \text { and } \quad \operatorname{mul} \mathcal{T}^{-1}=\operatorname{Ker} \mathcal{T}
$$

By $\overline{\mathcal{T}}$ we mean the closure of $\mathcal{T}$. The sum $\mathcal{T}+\mathcal{U}$ and the algebraic sum $\mathcal{T}+\mathcal{U}$ are defined as

$$
\begin{aligned}
\mathcal{T}+\mathcal{U} & :=\{\{z, f+g\} \mid\{z, f\} \in \mathcal{T},\{z, g\} \in \mathcal{U}\}, \\
\mathcal{T}+\mathcal{U} & :=\{\{z+y, f+g\} \mid\{z, f\} \in \mathcal{T},\{y, g\} \in \mathcal{U}\} .
\end{aligned}
$$

The adjoint $\mathcal{T}^{*}$ of the linear relation $\mathcal{T}$ is the closed linear relation given by

$$
\begin{equation*}
\mathcal{T}^{*}:=\left\{\{y, g\} \in \mathscr{H}^{2} \mid\langle z, g\rangle=\langle f, y\rangle \text { for all }\{z, f\} \in \mathcal{T}\right\} . \tag{A.4}
\end{equation*}
$$

The definition of $\mathcal{T}^{*}$ reduces to the standard definition for the graph of the adjoint operator when $\mathcal{T}$ is a densely defined operator. The adjoint linear relation $\mathcal{T}^{*}$ satisfies

$$
\begin{equation*}
\mathcal{T}^{*}=(\overline{\mathcal{T}})^{*}, \quad \mathcal{T}^{* *}=\overline{\mathcal{T}}, \quad \operatorname{Ker} \mathcal{T}^{*}=(\operatorname{Ran} \mathcal{T})^{\perp}=(\operatorname{Ran} \overline{\mathcal{T}})^{\perp}, \quad(\operatorname{dom} \mathcal{T})^{\perp}=\operatorname{mul} \mathcal{T}^{*} \tag{A.5}
\end{equation*}
$$

A linear relation $\mathcal{T}$ is said to be symmetric (or Hermitian) if $\mathcal{T} \subseteq \mathcal{T}^{*}$, and it is said to be self-adjoint if $\mathcal{T}^{*}=\mathcal{T}$. It is easily seen that $\mathcal{T}$ is a symmetric linear relation if and only if $\langle z, g\rangle=\langle f, y\rangle$ for all $\{z, f\},\{y, g\} \in T$. A symmetric linear relation $\mathcal{T}_{1}$ is said to be a self-adjoint extension of $\mathcal{T}$ if $\mathcal{T} \subseteq \mathcal{T}_{1}$ and $\mathcal{T}_{1}^{*}=\mathcal{T}_{1}$.

For $\lambda \in \mathbb{C}$ and a linear relation $\mathcal{T}$ we define the linear relation

$$
\begin{equation*}
\mathcal{T}-\lambda I:=\left\{\{z, f-\lambda z\} \in \mathscr{H}^{2} \mid\{z, f\} \in \mathcal{T}\right\} \tag{A.6}
\end{equation*}
$$

with the property $(\mathcal{T}-\lambda I)^{*}=\mathcal{T}^{*}-\bar{\lambda} I$. Then

$$
\begin{equation*}
M_{\lambda}(\mathcal{T}):=\operatorname{Ker}\left(\mathcal{T}^{*}-\lambda I\right)=\left\{z \in \mathscr{H} \mid\{z, \lambda z\} \in \mathcal{T}^{*}\right\} \tag{A.7}
\end{equation*}
$$

is said to be the defect subspace of $\mathcal{T}$ and $\lambda$. Its dimension, i.e., the number

$$
\begin{equation*}
d_{\lambda}(\mathcal{T}):=\operatorname{Ker}\left(\mathcal{T}^{*}-\lambda I\right) \tag{A.8}
\end{equation*}
$$

is said to be the deficiency index of $\mathcal{T}$ and $\lambda$. Since

$$
\operatorname{Ran}(\mathcal{T}-\bar{\lambda} I)^{\perp}=\operatorname{Ker}\left(\mathcal{T}^{*}-\lambda I\right)
$$

the deficiency indices of $\mathcal{T}$ and $\overline{\mathcal{T}}$ with the same $\lambda$ are equal by (A.5), see [143, Lemma 2.4].
If $\mathcal{T}$ is a symmetric linear relation, the values of $d_{\lambda}(\mathcal{T})$ are constant in the open upper and lower half-planes of $\mathbb{C}$, see [143, Theorem 2.13]. Hence we define the positive and negative deficiency indices as $d_{ \pm}(\mathcal{T}):=d_{ \pm i}(\mathcal{T})$. If $\mathcal{T}$ is a closed symmetric linear relation, then for every $\lambda \in \mathbb{C} \backslash \mathbb{R}$ the following direct sum decomposition (a generalization of the von Neumann formula)

$$
\begin{equation*}
\mathcal{T}^{*}=\mathcal{T}+\mathcal{M}_{\lambda}(\mathcal{T})+\mathcal{M}_{\bar{\lambda}}(\mathcal{T}) \tag{A.9}
\end{equation*}
$$

holds, where $\mathcal{M}_{\lambda}(\mathcal{T})=\left\{\{z, \lambda z\} \mid\{z, \lambda z\} \in \mathcal{T}^{*}\right\}$ and the sum $\dot{+}$ is orthogonal for $\lambda= \pm i$, see [116, Proposition 2.22]. A closed symmetric linear relation $\mathcal{T}$ possesses a self-adjoint extension if and only if the positive and negative deficiency indices are equal, i.e., $d_{+}(\mathcal{T})=$ $d_{-}(\mathcal{T})$, see [42, Corollary, pg. 34]. Moreover, it was shown in [116, Lemma 2.25] that

$$
\begin{equation*}
d_{\lambda}(T) \leq d_{ \pm}(T) \tag{A.10}
\end{equation*}
$$

whenever $\lambda \in \mathbb{R}$ and $\operatorname{Ker}(\mathcal{T}-\lambda I)=\{0\}$.
Since the characterization of self-adjoint extensions of the minimal linear relation associated with system $\left(f_{\lambda}\right)$, see Chapter 7 , is derived by applying the Glazman-KreinNaimark theory for linear relations, we recall the most fundamental parts of this theory, see [143] for more details. A complex linear space $\mathscr{S}$ with a complex-valued function
[:]: $\mathscr{S} \times \mathscr{S} \rightarrow \mathbb{C}$ is called pre-symplectic if it possesses the conjugate bilinear and skewHermitian properties, i.e., for all $P, Q, R \in \mathscr{S}$ and $\alpha \in \mathbb{C}$ we have

$$
\begin{array}{cl}
{[P: Q+R]=[P: Q]+[P: R],} & {[P+Q: R]=[P: R]+[Q: R],} \\
{[\alpha P: Q]=\alpha[P: Q],} & {[P: \alpha Q]=\bar{\alpha}[P: Q],} \\
{[P: Q]=-\overline{[Q: P]},}
\end{array}
$$

see [72] for more details. If we put $\mathscr{S}=\mathscr{H}^{2}$ and

$$
[\{z, f\}:\{u, g\}]:=\langle f, u\rangle-\langle z, g\rangle
$$

for $\{z, f\},\{u, g\} \in \mathscr{H}^{2}$, then $\mathscr{S}$ and [:] form the pre-symplectic space.
For a symmetric linear relation $\mathcal{T} \subseteq \mathscr{H}^{2}$ we have

$$
\begin{equation*}
[\mathcal{T}: \mathcal{T}]=0=\left[\mathcal{T}: \mathcal{T}^{*}\right] \quad \text { and } \quad \overline{\mathcal{T}}=\left\{\{z, f\} \in \mathcal{T}^{*} \mid\left[\{z, f\}: \mathcal{T}^{*}\right]=0\right\} \text {, } \tag{A.11}
\end{equation*}
$$

see [143, Theorem 3.5]. If, in addition, the linear relation $\mathcal{T}$ is closed and $d:=d_{+}(\mathcal{T})=d_{-}(\mathcal{T})$, then the set $\left\{\beta_{j}\right\}_{j=1}^{d}$ with $\beta_{j} \in \mathcal{T}^{*}$ for $j \in\{1, \ldots, d\}$ such that

1. $\beta_{1}, \ldots, \beta_{d}$ are linearly independent in $\mathcal{T}^{*}$ modulo $\mathcal{T}$,
2. $\left[\beta_{j}: \beta_{i}\right]=0$ for all $i, j \in\{1, \ldots, d\}$,
is called GKN-set for the pair of linear relations $\left(\mathcal{T}, \mathcal{T}^{*}\right)$. The following theorem provides the necessary and sufficient conditions for a linear relation $\mathcal{T}_{1} \subseteq \mathscr{H}^{2}$ being a self-adjoint extension of $\mathcal{T}$, see [143, Theorem 4.7].
Theorem A.1. Let $\mathcal{T} \subseteq \mathscr{H}^{2}$ be a closed symmetric linear relation such that $d_{+}(\mathcal{T})=d_{-}(\mathcal{T})=d$. A subspace $\mathcal{I}_{1} \subseteq \mathscr{H}^{2}$ is a self-adjoint extension of $\mathcal{T}$ if and only if there exists $G K N$-set $\left\{\beta_{j}\right\}_{j=1}^{d}$ for ( $\left.\mathcal{T}, \mathcal{T}^{*}\right)$ such that

$$
\begin{equation*}
\mathcal{T}_{1}=\left\{F \in \mathcal{T}^{*} \mid\left[F: \beta_{j}\right]=0 \text { for all } j=1, \ldots, d\right\} . \tag{A.12}
\end{equation*}
$$

Finally, a linear relation $\mathcal{T}$ is called semibounded below, if there exists $a \in \mathbb{R}$ such that

$$
\begin{equation*}
\langle z, f\rangle \geq a\langle z, z\rangle \text { for all }\{z, f\} \in \mathcal{T} . \tag{A.13}
\end{equation*}
$$

The number $m(\mathcal{T}):=\sup \{a \in \mathbb{R} \mid$ inequality (A.13) holds $\}$ is called the lower bound of $\mathcal{T}$. If $m(\mathcal{T})>0$, the linear relation $\mathcal{T}$ is said to be positive. Then, by analogy with the case of densely defined positive symmetric operators (see [43, Theorem 5]), the smallest and largest self-adjoint extensions of a positive symmetric linear relation are respectively known as the Krein-von Neumann (or soft) extension $\mathcal{T}_{K}$ and the Friedrichs (or hard) extension $\mathcal{T}_{\mathcal{F}}$. In particular, if $\mathcal{T}$ is closed and $m(\mathcal{T})>0$, then the Krein-von Neumann extension admits the representation

$$
\begin{equation*}
\mathcal{T}_{K}=\mathcal{T}+\left(\operatorname{Ker} \mathcal{T}^{*} \times\{0\}\right), \tag{A.14}
\end{equation*}
$$

see [43, Corollary 1] and also [84].

Appendix

We could, of course, use any notation we want; do not laugh at notations; invent them, they are powerful. Infact, mathematics is, to a large extent, invention of better notations.

Richard Phillips Feynman, see [78, pg. 17-7]

## List of symbols

The items in the following list are sorted by their pronunciation or $\mathrm{EA}_{\mathrm{EX}}$ command. The number refers to the page with the definition (or the first occurrence) of the symbol.
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$M^{\text {adj }}$ (adjugate) ... 3
B
$S^{\perp}$ (orthogonal complement) ... 4
C
$\mathcal{C}_{k}(\lambda)$ (Weyl circle for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 74$
$C_{k}(\lambda)$ (Weyl circle for JVE) ... 44
$\mathbb{C}$ (complex numbers) ... 3
$\mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}, \mathbb{C}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r}$ (sequences over $\left.\mathcal{I}_{\mathbb{Z}}\right) \ldots 5$
$\mathbb{C}^{r \times s}(r \times s$ matrices $) \ldots 3$
$\mathbb{C}^{r}$ ( $r$-dimensional vectors) . . . 3
$\mathbb{C}_{+}$(upper half-plane of $\mathbb{C}$ ) ... 3
$\mathbb{C}_{\text {_ }}$ (lower half-plane of $\mathbb{C}$ ) ... 3
$\mathbb{C}_{0}\left(\mathcal{I}_{\mathbb{Z}}\right)^{r \times s}$ (compactly supported) ... 5
$C_{k}(\lambda)$ (Weyl circle for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 20$
codim $S$ (codimension) ... 4
$\mathbb{C}_{\Psi}\left(\right.$ set for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 73$
$\mathbb{C}_{\Psi, N}\left(\right.$ set for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 73$
D
$\mathcal{D}_{+}(\lambda)$ (limiting Weyl disk for $\left(\mathcal{S}_{\lambda}\right)$ ) ... 75
$\mathcal{D}_{k}(\lambda)$ (Weyl disk for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 74$
$\boldsymbol{D}_{+}(\lambda)$ (limiting Weyl disk for JVE) ... 45
$\boldsymbol{D}_{k}(\lambda)$ (Weyl disk for JVE) . . . 44
$\delta(\cdot)$ (sign of imaginary part) ... 3
$\Delta z_{k}$ (forward difference) ... 5
$\operatorname{det} M$ (determinant) ... 3
$\operatorname{diag}\{\cdot\}$ (diagonal matrix) ... 3
$\operatorname{dim} \operatorname{Ran} M$ (dimension of range) ... 3
$D_{k}(\lambda)$ (Weyl disk for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 20$
$D_{+}(\lambda)$ (limiting Weyl disk for $\left(S_{\lambda}\right)$ ) ... 24
E
$\mathcal{E}_{k}(\lambda, M) \quad\left(\mathcal{E}(M)\right.$-function for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 74$
$\mathcal{E}_{k}(M)(\mathcal{E}(M)$-function for for JVE) ... 44
$\mathcal{E}_{k}(M)\left(\mathcal{E}(M)\right.$-function for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 19$
$\exp (M)$ (matrix exponential) ... 5
$\mathscr{E}_{k}(M)\left(\mathscr{E}(M)\right.$-function for $\left.\left(\mathscr{S}_{\lambda}\right)\right) \ldots 100$
$\left.z_{k}\right|_{m} ^{n} \ldots 5$

F
$\mathcal{F}_{k}(\lambda)$ (matrix for Weyl disk $D_{k}(\lambda)$ ) ... 21
$\qquad$

## G

$\mathcal{G}_{k}(\lambda)$ (matrix for Weyl disk $\left.\mathcal{D}_{k}(\lambda)\right) \ldots 74$
$\mathcal{G}_{k}(\lambda)$ (matrix for Weyl disk $\boldsymbol{D}_{k}(\lambda)$ ) ... 44
$\Gamma$ (set for boundary conditions) ... 16
$\mathcal{G}_{k}(\lambda)$ (matrix for Weyl disk $\left.D_{k}(\lambda)\right) \ldots 21$
$\Gamma$ (boundary conditions for JVE) ... 41
$G_{k, s}(\lambda)$ (Green function for $\left.\left(\delta_{\lambda}\right)\right) \ldots 101$

## H

$\mathcal{H}_{k}(\lambda)$ (matrix for Weyl disk $\left.\mathcal{D}_{k}(\lambda)\right) \ldots 74$
$\mathcal{H}_{k}(\lambda)$ (matrix for Weyl disk $\boldsymbol{D}_{k}(\lambda)$ ) ... 44
$\mathcal{H}_{k}(\lambda)$ (matrix for Weyl disk $D_{k}(\lambda)$ ) ... 21
$H(t)$ (coefficient matrix for (2.5)) ... 12
$H_{k}$ (coefficient matrix for (2.6)) ... 12
$\left(\widehat{H}_{\lambda}^{\mathbb{R}}\right)$ (system for LC-invariance) . . . 55
$\left(\widetilde{H}_{\lambda}^{\mathbb{R}}\right)$ (system for LC-invariance) . . 55
( $\overline{\mathrm{H}}_{\lambda}$ ) (system for LC-invariance) ... 85
$\left(\widetilde{\mathrm{H}}_{\lambda}\right)$ (system for LC-invariance) ... 85

## I

$\operatorname{im}(\cdot)$ (imaginary part) ... 3
$\langle\cdot, \cdot\rangle_{\Psi}$ (semi-inner product for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 26$
$\langle\cdot, \cdot\rangle_{\Psi_{(\lambda)}}$ (semi-inner product for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 73$
$\langle\cdot, \cdot\rangle_{\Psi, N}$ (finite semi-inner product) ... 17
$\langle\cdot, \cdot\rangle_{\psi}$ (semi-inner product for $\left.\left(\varsigma_{\lambda}\right)\right) \ldots 92$
$\mathcal{I}_{\mathbb{Z}}, \mathcal{I}_{\mathbb{Z}}^{+}$(discrete interval) $\ldots 5$
J
J ... 5
K
Ker $M$ (kernel) ... 3
$\mathscr{K}_{\lambda}\left(\operatorname{map}\right.$ for $\tilde{\ell}_{\psi}^{2}$ and $\left.\tilde{\ell}_{\psi, 1}^{2}\right) \ldots 110$
L
$\wedge_{k}(\lambda, \bar{v})$ (matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 67$
$\boldsymbol{\ell}_{\Psi}^{2} \quad\left(\right.$ space for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 53$
$\ell_{\bar{\Psi}}^{2}\left(\right.$ space for $\left.\left(\widehat{\mathcal{S}}_{\lambda}\right)\right) \ldots 58$
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$\ell_{\Psi}^{2} \quad\left(\right.$ space for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 26$
$\ell_{\Psi_{(\lambda)}}^{2}\left(\right.$ space for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 75$
$\ell_{\mathcal{W}}^{2}$ (space with partial shift) $\ldots 76$
$\mathscr{L}(z)_{k}$ (natural map for $\left.\left(\delta_{\lambda}\right)\right) \ldots 91$
$\ell_{\psi}^{2}$ (space for $\left.\left(\ell_{\lambda}\right)\right) \ldots 92$
$\ell_{\psi, 1}^{2}$ (space for $\left.\left(\ell_{\lambda}\right)\right) \ldots 107$
$\ell_{\psi, 0}^{2}$ (space for $\left.\left(\ell_{\lambda}\right)\right) \ldots 107$
$\tilde{\ell}_{\psi}^{2}$ (Hilbert space for $\left.\left(\ell_{\lambda}\right)\right) \ldots 106$
$\tilde{\ell}_{\psi}^{2 \times 2}$ (space for $\left.\left(f_{\lambda}\right)\right) \ldots 106$
M
$\boldsymbol{M}_{k}(\lambda)($ W-T function for JVE) $\ldots 43$
$M_{k}(\lambda)(W-T$ function) $\ldots 18$
$M_{+}(\lambda)$ (half-line W-T function) ... 25
N
$\mathcal{N}(\lambda)\left(\ell_{\Psi(\lambda)}^{2}\right.$-solutions of $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 76$
$\mathcal{N}(\lambda)\left(\boldsymbol{\ell}_{\boldsymbol{\Psi}}^{2}\right.$-solutions of $\left.\left(\boldsymbol{S}_{\lambda}\right)\right) \ldots 53$
$n_{\lambda}\left(\right.$ dimension of $\left.\mathcal{N}_{\lambda}\right) \ldots 115$
$\mathcal{N}_{\lambda}\left(\ell_{\psi}^{2}\right.$-solutions of $\left.\left(\delta_{\lambda}\right)\right) \ldots 115$
$\mathbb{N}$ (natural numbers) ... 3
$\mathbb{N}_{0}$ (natural numbers and zero) ... 3
$\mathcal{N}(\lambda)\left(\ell_{\Psi}^{2}\right.$-solutions of $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 26$
$\|\cdot\|_{\Psi}$ (semi-norm for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 53$
$\|\cdot\|_{2}$ (Euclidean vector norm) ... 4
$\|\cdot\|_{1}$ (Hölder norm) ... 4
$\|\cdot\|_{\Psi}$ (semi-norm for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 26$
$\|\cdot\|_{\Psi_{(\lambda)}}$ (semi-norm for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 73$
$\|\cdot\|_{\sigma}$ (spectral norm) ... 4
$\|\cdot\|_{\psi}$ (semi-norm for $\left.\left(s_{\lambda}\right)\right) \ldots 92$
$\tilde{n}_{\lambda}$ (defect index for $T_{\min }$ ) ... 115
$\overline{\mathcal{N}}_{\lambda}$ (defect subspace for $T_{\text {min }}$ ) ... 115
$\widetilde{\mathfrak{M}}_{\lambda}$ (space associated with $\overline{\mathcal{N}}_{\lambda}$ ) . . 115
$N_{0}$ (index for Hypothesis 2.3.7) ... 22
$N_{1}$ (index for Hypothesis 2.3.13) ... 24
$N_{2}$ (index for Hypothesis 2.3.15) ... 25
$N_{3}$ (index for Hypothesis 2.4.11) ... 33
$N_{4}$ (index for Hypothesis 5.3.2) ... 74


## 0

$\bar{M}, \bar{\lambda}$ (conjugate) $\ldots 3$

P
$\mathcal{P}_{k}(\lambda)$ (center of $\left.\mathcal{D}_{k}(\lambda)\right) \ldots 75$
$\mathcal{P}_{+}(\lambda)$ (center of $\left.\mathcal{D}_{+}(\lambda)\right) \ldots 75$
$\Phi_{k}(\lambda)$ (fundamental matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 73$
$\Psi_{k}(\lambda)$ (weight matrix for $\left(\mathcal{S}_{\lambda}\right)$ ) ... 69
$\boldsymbol{P}_{+}(\lambda)$ (center of $\left.\boldsymbol{D}_{+}(\lambda)\right) \ldots 45$
$\boldsymbol{P}_{k}(\lambda)$ (center of $\boldsymbol{D}_{k}(\lambda)$ ) ... 45
$\boldsymbol{\Phi}_{k}(\lambda)$ (fundamental matrix for $\left.\left(\boldsymbol{S}_{\lambda}\right)\right) \ldots 49$
$\boldsymbol{\Psi}_{k}$ (weight matrix for $\left.\left(\boldsymbol{S}_{\lambda}\right)\right) \ldots 49$
$\Phi_{k}(\lambda)$ (fundamental matrix for JVE) ... 42
$\widehat{\Psi}_{k}$ (weight matrix for $\left.\left(\widehat{\mathscr{S}}_{\lambda}\right)\right) \ldots 55$
$\Phi_{k}(\lambda)$ (fundamental matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 16$
$\pi(z)$ (quotient space map for $\tilde{\ell}_{\psi}^{2}$ ) ... 106
$P_{k}(\lambda)$ (center of $\left.D_{k}(\lambda)\right) \ldots 22$
$P_{+}(\lambda)$ (center of $\left.D_{+}(\lambda)\right) \ldots 23$
$\Psi_{k}$ (weight matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 11$
$\widetilde{\Psi}_{k}$ (weight matrix for $\left.\left(\widetilde{\mathscr{S}}_{\lambda}\right)\right) \ldots 57$
$\psi_{k}$ (weight matrix for $\left.\left(\varsigma_{\lambda}\right)\right) \ldots 89$
$M>0$ (positive definite) ... 3
$M \geq 0$ (positive semidefinite) ... 3
$z_{k}^{[s]}(\lambda)$ (partial shift) $\ldots 71$
Q
( $\overline{\mathcal{Q}}_{\lambda}$ ) (system for LC-invariance) ... 80
$\left(\mathcal{Q}_{\lambda}\right)$ (system for LC-invariance) ... 79
( $\widetilde{\mathcal{Q}}_{\lambda}$ ) (system for LC-invariance) . . . 80

## R

$\mathcal{R}_{k}(\lambda)$ (radius of $\mathcal{D}_{k}(\lambda)$ ) $\ldots 75$
$\mathcal{R}_{+}(\lambda)$ (radius of $\left.\mathcal{D}_{+}(\lambda)\right) \ldots 75$
$\boldsymbol{R}_{+}(\lambda)$ (radius of $\left.\boldsymbol{D}_{+}(\lambda)\right) \ldots 45$
$\boldsymbol{R}_{k}(\lambda)$ (radius of $\boldsymbol{D}_{k}(\lambda)$ ) $\ldots 45$
Ran $M$ (range) ... 3
$\operatorname{rank} M$ (rank) ... 3
$\mathbb{R}$ (real numbers) ... 3
re(•) (real part) ... 3
$R_{k}(\lambda)$ (radius of $\left.D_{k}(\lambda)\right) \ldots 22$
$r(\lambda)\left(\right.$ rank of $\left.R_{+}(\lambda)\right) \ldots 28$
$R_{+}(\lambda)$ (radius of $\left.D_{+}(\lambda)\right) \ldots 23$
S
$\mathbb{S}_{k}(\lambda)$ (coefficient matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 65$
$\boldsymbol{S}_{k}$ (coefficient matrix for $\left.\left(\boldsymbol{S}_{\lambda}\right)\right) \ldots 49$
$\overline{\mathcal{S}}_{k}$ (coefficient matrix for $\left.\left(\widehat{\mathcal{S}}_{\lambda}\right)\right) \ldots 55$
$\$_{k}(\lambda)$ (coefficient matrix for $\left(\mathcal{S}_{\lambda}\right)$ ) $\ldots 11$
$\mathcal{S}_{k}$ (coefficient matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 11$
$\mathcal{S}_{k}^{[\cdot]}$ (coefficient matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 65$
$\operatorname{sprad} M$ (spectral radius) ... 3
$\mathbb{S}_{k}(\lambda)$ (coefficient matrix for $\left.\left(\delta_{\lambda}\right)\right) \ldots 89$
$\delta_{k}\left(\right.$ coefficient matrix for $\left.\left(\delta_{\lambda}\right)\right) \ldots 89$
$\widetilde{\mathcal{S}}_{k}$ (coefficient matrix for $\left.\left(\widetilde{\mathcal{S}}_{\lambda}\right)\right) \ldots 55$
$M^{*}, M^{*}(\cdot)$ (conjugate transpose) ... 3
$M_{p, q}(p \times q$ submatrix) $\ldots 3$
$M_{p}(p \times p$ submatrix) $\ldots 3$
$\left(S_{\lambda}\right)$ (system linear in $\lambda$ ) ... 11
$\left(\mathcal{S}_{\lambda}\right)$ (augmented system $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 49$
$\left(\widehat{\mathrm{E}}_{\lambda}\right)$ (equation for LC-invariance) ... 62
$\left(\widetilde{\mathrm{E}}_{\lambda}\right)$ (equation for LC-invariance) ... 62
$\left(\widehat{\mathcal{S}}_{\lambda}\right)$ (system for LC-invariance) ... 55
$\left(\widetilde{\mathcal{S}}_{\lambda}\right)$ (system for LC-invariance) ... 55
$\left(\mathcal{S}_{\lambda}\right)$ (system analytic in $\lambda$ ) ... 65
$\left(f_{\lambda}^{f}\right)$ (nonhomogeneous system) ... 92
$\left(\mathcal{S}_{\lambda}\right)$ (time-reversed version of $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 89$
T
$\widetilde{\mathcal{T}}_{k}(\lambda)$ (shift matrix for $\left.\left(\widetilde{\mathcal{Q}}_{\lambda}\right)\right) \ldots 82$
$\qquad$
$T_{\max }$ (maximal linear relation) ... 107
$T_{\min }$ (minimal linear relation) ... 113
$T_{M, L}$ (self-adjoint extension of $T_{\min }$ ) $\ldots 126$
$T_{0}$ (pre-minimal linear relation) ... 107
$T_{P, Q}\left(\right.$ self-adjoint extension of $\left.T_{\min }\right) \ldots 126$
$\mathcal{T}_{k}(\lambda)$ (shift matrix for (5.17)) $\ldots 71$
$\operatorname{tr} M$ (trace) ... 3
$T_{R, \beta}$ (self-adjoint extension of $T_{\min }$ ) $\ldots 126$
$\Theta_{k}(\lambda)$ (fundamental matrix for $\left.\left(\wp_{\lambda}\right)\right) \ldots 93$
$\widetilde{\mathcal{T}}_{k}(\lambda)$ (shift matrix for $\left.\left(\overline{\mathcal{Q}}_{\lambda}\right)\right) \ldots 82$
$\vartheta\left(\lambda, \overline{\mathcal{I}}_{\mathbb{Z}}\right)$ (matrix for $\left.\left(\delta_{\lambda}\right)\right) \ldots 98$
$M^{\top}, M^{\top}(\cdot)$ (transpose) ... 3
$T_{K}\left(\mathrm{~K}-\mathrm{vN}\right.$ extension of $\left.T_{\min }\right) \ldots 127$
U
$\boldsymbol{U}$ (set of $4 n \times 4 n$ unitary matrices) ... 45
$\mathbb{U}$ (set of $2 n \times 2 n$ unitary matrices) $\ldots 22$
V
$\mathbb{V}$ (set of $4 n \times 4 n$ contractive matrices) . . 45
$\mathcal{V}_{k}$ (coefficient matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 49$
$\overline{\mathcal{V}}_{k}\left(\right.$ coefficient matrix for $\left.\left(\overline{\mathcal{S}}_{\lambda}\right)\right) \ldots 55$
$\mathscr{F}_{k}$ (coefficient matrix for $\left.\left(\delta_{\lambda}\right)\right) \ldots 89$
$\widetilde{\mathcal{V}}_{k}$ (coefficient matrix for $\left.\left(\widetilde{\mathcal{S}}_{\lambda}\right)\right) \ldots 55$
$\mathbb{V}$ (set of $2 n \times 2 n$ contractive matrices) . . 22
$\mathcal{V}_{k}\left(\right.$ coefficient matrix for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 11$
W
$\mathcal{W}_{k}$ (weight matrix for (5.17)) ... 71
$W(t)$ (weight matrix for (2.5)) ... 12
$W_{k}$ (weight matrix for (2.6)) . . . 12
X
$\mathcal{X}_{k}(\lambda, M)$ (Weyl solution for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 74$
$x_{k}(\lambda)$ (Weyl solution for JVE) $\ldots 43$
$\mathscr{X}_{k}(\lambda)$ (Weyl solution for $\left.\left(\varsigma_{\lambda}\right)\right) \ldots 100$
$X_{k}(\lambda)\left(\right.$ Weyl solution for $\left.\left(\mathcal{S}_{\lambda}\right)\right) \ldots 17$

## Z

$\widetilde{\mathcal{Z}}_{k}(\lambda)$ (second half of $\left.\Phi_{k}(\lambda)\right) \ldots 73$
$\widetilde{\mathbf{Z}}_{k}(\lambda)$ (second half of $\left.\boldsymbol{\Phi}_{k}(\lambda)\right) \ldots 51$
$\widetilde{\mathscr{L}}_{k}(\lambda)$ (second half of $\left.\Theta_{k}(\lambda)\right) \ldots 100$
$\widetilde{Z}_{k}(\lambda)$ (second half of $\left.\Phi_{k}(\lambda)\right) \ldots 16$
$\mathbb{Z}$ (integers) $\ldots 3$
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[^0]:    ${ }^{1}$ The term symplectic in this context was suggested by the German mathematician Hermann Klaus Hugo Weyl (1885-1955) in his book [173, pg. 165]: The name "complex group" formerly advocated by me in allusion to line complexes, as these are defined by the vanishing of antisymmetric bilinear forms, has become more and more embarrassing through collision with the word "complex" in the connotation of complex number. I therefore propose to replace it by the corresponding Greek adjective "symplectic". Dickson calls the group the "Abelian linear group" in homage to Abel who first studied it.
    ${ }^{2}$ A matrix $M \in \mathbb{C}^{2 n \times 2 n}$ satisfying equality (1.13) is also referred as conjugate symplectic. Moreover, if condition (1.13) is replaced by $M^{\top} \partial M=\mathcal{J}$ and applied to matrices $M \in \mathbb{C}^{2 n \times 2 n}$ or $M \in \mathbb{R}^{2 n \times 2 n}$, then it is called complex or real symplectic, respectively, see e.g. [117]. Nevertheless, we suppress the adjective "conjugate", because we will consider only complex matrices and identity (1.13) throughout this thesis.

[^1]:    ${ }^{3}$ Yes, it is the same Hermann Weyl as in Section 1.2, see the first footnote on page 6 . Hence the topic of this thesis can be seen as a connection of two (originally unrelated) concepts, which were significantly influenced by H. Weyl.

[^2]:    ${ }^{4}$ The symbol $\mathcal{X}$ stands for the Greek letter Chi (/'ki:/).

